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A Television Channel Real-Time Detector using
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Abstract—Recently, people have been interested in sharing what they are watching on TV, allowing the development of Social TV
Applications often based on mobile devices. In this context, this paper proposes IRTR (Improved Real-Time TV-channel Recognition):
a new method aimed at recognizing in real time (live) what people are watching on TV without any active user interaction. IRTR uses
the audio signal of the TV program recorded by smartphones and is performed through two steps: i) fingerprint extraction and ii) TV

channel real-time identification. Step i) is based on the computation of the Audio Fingerprint (AF). The AF computation has been
taken from the literature and has been improved in terms of power consumption and computation speed to make the smartphone
implementation feasible by using an ad hoc cost function aimed at selecting the best set of AF parameters. Step ii) is aimed at
deciding the TV channel the user is watching. This step is performed using a likelihood estimation algorithm proposed in this paper.
The consumed power, computation and response time, and correct decision rate of IRTR, evaluated through experimental measures,
show very satisfying results such as a correct decision rate of about 95%, about 2s of computation time, and above 90% power saving

with respect to the literature.

Index Terms—TYV channel recognition, audience real-time detection, audio fingerprint, smartphone, energy saving

1 INTRODUCTION

HE rapid growth of social networks and the desire
Tto share personal information and events with other
people are the reason why more and more people are get-
ting interested in sharing what they are watching on televi-
sion. This allows the development of Social TV Applications
(STVAs) often based on mobile devices (i.e., Smartphones)
because of their pervasiveness and widespread use, as
shown in the following. Among the available solutions,
the most interesting for our purposes are applications that
allow recognizing what a person is watching on TV [1]
without active user interaction.

1.1 Future Social TV Applications (STVAs)

Future STVAs are usually based on patented sound-
recognition technologies that listen to the audio of the TV,
computer or other devices, automatically recognize the
broadcast program, and allow sharing it with friends on
Twitter© or Facebook®. On the other hand, the Cloud
Computing (CC) paradigm, which has grown much in the
recent past, represents a perfect operating environment
for STVAs and can be used to generate new services and
experiences. The CC paradigm is clearly defined in [2]. The
future full and efficient use of STVAs is strictly connected
to the evolution of Cloud Computing, as also confirmed by
projects such as, among others, IntoNow [1], Tunerfish [3],
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Miso [4], and Yap.Tv [5]. Platforms (e.g. specific operating
system) and Infrastructures (e.g. the Internet, databases,
servers) are Services for STVAs. The smartphones are also
part of the Cloud Platform and Infrastructure and are tools
used by STVAs. STVAs are implemented in the Cloud, so
they are Software Services for the Cloud. Recognized TV
channel data represent a service for Cloud Users: they are
shared among cloud users and represent a resource pool to
be accessed. Concerning STVAs, even more important than
CC has been the growth of mobile devices because of their
impressive diffusion and for their increasing data pro-
cessing capabilities. Many applications have exploited the
proliferation of smartphones and mobile operating systems,
and used the smartphone in many different ways, e.g., as
a terminal, a node of a network, a sensor, in some cases at
the same time. [6] proposes a content sharing mechanism
based on Delay Tolerant Networks (DTNs). [7] exploits
opportunistic communications to facilitate information
dissemination in the emerging Mobile Social Networks
(MoSoNets). [8] uses the smartphone as a driving aid,
giving the driver useful information in order to reduce
fuel consumption and trip duration. An important aspect
concerning smartphone-based applications is the need to
pay attention to power consumption. Applications that are
very efficient on plugged-in devices may be unusable on
battery-supplied smartphones. Power saving is essential
because the energy resource is very limited. An interesting
example is the Chameleon application [9], a color-adaptive
web browser capable of reducing the power consump-
tion of Organic Light-Emitting Diode (OLED) displays.

1.2 Paper Contribution

In the evolutionary context of mobile devices and cloud
computing, our paper introduces a TV channel real-time
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detector called IRTR, where the TV audio signal is received
and processed by a smartphone that computes its fin-
gerprint and transmits it through a telecommunication
network such as the Internet to a server which recog-
nizes the TV channel by comparing the received fingerprint
with a set of reference fingerprints through a likelihood-
estimation-based process. The proposed IRTR solution, pre-
liminarily introduced in [10], automatizes the process of
Audience detection, thus increasing the value for adver-
tisers, and it focuses on power saving both within the
algorithm and through the use of the CC architecture,
which allows a significant portion of the required tasks to
be performed by remote servers, saving important smart-
phone computation and energy resources while keeping the
recognition process reliable and fast. The proposed IRTR
solution cannot distinguish between a TV channel and its
High Definition (HD) version since their audio components
are identical and the IRTR algorithm is based on audio con-
tent without employing user cooperation or watermarking
techniques. If, on one hand, this could represent a limi-
tation on the proposed solution, on the other hand, the
opportunistic nature of the IRTR solution, i.e., no cooper-
ation is required, may help to extend the set of potential
users involved in a possible audience-monitoring applica-
tion, in which it is not necessary to distinguish between a
TV channel and its HD version.

The rest of the paper is organized as follows. In Section 2
the motivation behind the IRTR development are outlined.
Section 3 describes related scientific works. In Section 4 the
IRTR architecture is proposed.The IRTR Audio Fingerprint
extraction algorithm and its improvement to better fit
mobile devices” needs, in particular in terms of battery life,
is described in Section 5. Section 6 focuses on the proposed
IRTR channel recognition algorithm. Section 7 shows IRTR
performance evaluation.

2 MoTIVATION FOR IRTR DEVELOPMENT

In recent years both academia and industry have been
developing solutions and technologies aiming at making
the television more interactive. A study by Yahoo and
Nielsen [11] proves that 86% of mobile Internet users (and
92% of the people in the 13 - 24 age range) use their
mobile devices while watching TV. This presents a com-
pelling opportunity for content providers and advertisers
to integrate TV experience and mobile platforms in order
to offer new services. Social TeleVision Applications (STVA)
are often smartphone applications that synchronize the con-
tent shown on the device screen (called “second-screen”)
with the current TV content (visible on the “main screen”)
by automatically recognizing what the user is watching
on TV [1]. The European project NoTube [12] is focused
on connecting TV and Web content through Linked Open
Data to enhance the TV experience, for example by rec-
ommending programs of interest to the user, including
custom advertisements. The TV channel detection is per-
formed by the user in the mentioned cases. IRTR could
be easily integrated with these applications by providing
the automatic detection of the channel and, also, collecting
statistics about the audience of a show without any user
interaction and any additional device. Currently, these kind

of statistics are collected by specific companies using ad hoc
meters. This approach limits the number of monitored users
because of the meter availability. For example, in the U.K.
the Broadcasters” Audience Research Board (BARB) [13],
which is the company providing the industry standard tele-
vision audience measurement service for broadcasters and
the advertising industry, monitors a reporting panel of 5100
homes, selected to be representative of 25200000 TV house-
holders. According to [14] there are currently an estimated
12000000 adult consumers in Great Britain who use a smart-
phone. All these people might become part of the reporting
panel by only installing IRTR on their smartphones without
any direct intervention nor any additional device installed
at home.

3 RELATED SCIENTIFIC WORK

3.1 Audio Information Retrieval

In the last decade audio recognition in the form of Audio
Information Retrieval (AIR) has drawn attention from
academia and industry. AIR is the action of recover-
ing/recognizing audio data within a set of pre-recorded
audio traces. Most scientific works related to AIR deals
with music content identification, which means identifying
a song among those available in a pre-computed database.
Although many systems are extremely efficient in recog-
nizing a song from a short noisy snippet in a database
containing more than 100 000 songs, these systems can-
not recognize a TV program in real time for the reasons
described in the remainder of this section. Two processes
required by AIR, also used in IRTR, are fundamental for
audio recognition: audio identification, based on the con-
cept of Audio Fingerprint (AF), and audio recognition
strategy, to establish a correspondence between the audio
that must be recognized and the set of pre-recorded audio
traces available in a database.

3.2 Audio Fingerprint (AF)

Most work investigating the problem of Audio Information
Retrieval is based on Audio Fingerprints (AFs) [15]-[19].
An AF is a condensed digital summary, deterministically
generated from an audio signal, which can be used to
identify an audio sample or quickly locate similar items
in an audio database. A fingerprint function F maps an
audio object X, composed of a large number of bits, to
a fingerprint of only a limited number of bits. An AF
is compact because it is significantly smaller, in terms of
bits, than the audio it comes from. AFs have gathered
attention since they allow the identification of audio inde-
pendently of its format and without the need of meta-data
or watermarking. The AF-extracting methods proposed
over the years share the same basic two-step processing
of the audio samples: i) linear transform and ii) feature
extraction. Regarding the different choices in the employed
linear transformation, many solutions use the Fast Fourier
Transform (FFT) [15], [20]. [21] uses Karhunen Loeve (KL)
or Singular Value Decomposition (SVD). [22] and [23] use
power measures, which can be seen as an integration over
the whole frequency domain of a time-to-frequency trans-
form. [24] applies the Modified Discrete Cosine Transform
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(MDCT). Wavelet transforms are also employed, e.g. in [25]
and [26].

As for feature extraction, [27] and [28] use the Mel-
Frequency cepstrum. [29] is based on the Spectral Flatness
Measure and [30] on information given by the position of
spectral centroids. As already mentioned the smartphone
implementation of the application forces us to take into
account power issues: each CPU cycle leads to a decrease
in battery life.

3.3 Audio Recognition Strategy

Concerning the recognition strategy, all presented related
work employs static databases of a limited and somehow
defined number of elements. The issue of database retrieval
has been addressed in efficient and elegant ways, mainly
by means of hash tables [15], which allow to short-list a
subset of candidates among which one is chosen, accord-
ing to some kind of metric (e.g. the Hamming distance in
the case of [15]). [31] instead utilizes information about the
position both in time and frequency of spectral peaks to
build the AF, while the recognition strategy relies on a like-
lihood estimation based on the number of matching peaks.
These retrieval processes are efficient in the case of music
identification because the reference database is static and
old reference AFs always represent a valid entry (i.e., a
user may always listen to an old song). On the other hand,
they are not as suitable for real-time TV recognition, since
i) the reference database should be constantly updated in
real time through the fingerprints computed from the sig-
nals received by the monitored channels, and ii) generally,
reference AFs older than a given time (defined empirically
in this paper in the next section) are not useful and must be
discarded because the recognition algorithm operates with
a small delay, with respect to real-time TV channels. Such
delay is typically introduced only by the communication
network (e.g. the Internet) and by delayed-TV systems such
as TiVo [32]. In short, TV channel audio recordings lose
their importance for TV channel recognition proportionally
to their distance from the current time.

3.4 IRTR Relation With the State of the Art

IRTR aims at implementing a system based on a client-
server architecture capable of labeling noisy audio record-
ings with the name of the TV channel that is watched by
a user. Audio recording and feature extraction duties are
carried out by a smartphone device. For this purpose IRTR
uses Philips” Audio Fingerprinting (AF) algorithm widely
used for music information retrieval [15], modified by tun-
ing the basic parameters to decrease the computational
load, making it more suitable for smartphone processing
platforms. An ad hoc cost function has been proposed to
select the best set of parameters, as explained in the fol-
lowing. A novel time-shift-invariant likelihood estimation
algorithm is proposed to obtain real-time TV channel audio
recognition. While music identification is a well investi-
gated topic, to the best of the authors” knowledge, real-time
detection of the audio of a TV program is still an unex-
plored subject for what concerns the state of the art of signal
processing.
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Fig. 1. Overview of the IRTR system architecture.

4 |IRTR SYSTEM ARCHITECTURE

4.1 General Scheme

The IRTR system architecture is shown in Fig. 1. The IRTR
method is based on a client-server model. Clients are
installed on smartphones. Android-based smartphones
have been used to test IRTR, as described in Section 7,
but the IRTR implementation is independent of the spe-
cific smartphone technology. The server is implemented on
a computer running Linux OS in our case. Client and server
are connected through the Internet. This architecture may
be extended by adding multiple servers, each dedicated
to specific contents, such as Live Radio Broadcast, movies
or songs. The fingerprint extracted by the smartphone can
be shared, exploiting the advantages of cloud computing,
by all these servers. In any case, the extension to multiple
servers is left for future investigation. The employed archi-
tecture was chosen by following previous similar solutions
in the literature, such as [15]. An alternative architecture
might avoid using a server-side database by placing most
of the effort on the smartphones. Nevertheless the proposed
client/server architecture was preferred for the following
reasons.

i) The smartphone cannot reasonably constantly monitor
TV channels. It would require that a TV receiver be always
active on the smartphone, as well as the reference finger-
prints extractor. It would cause a relevant consumption of
smartphone computational resources and energy. Moreover,
considering that the only way to receive TV transmis-
sions with a smartphone (avoiding additional hardware) is
by using the mobile connection (2G/3G), the reception of
many simultaneous TV streams would imply the saturation
of the mobile connection capacity. Additionally, although
the number of reference fingerprints in the database is lim-
ited (from less than ten fingerprints, as in the case of this
paper, to no more than hundreds), it must be continuously
stored and updated. These actions require memory, which
is particularly precious in smartphones. Eventually, mov-
ing the task of monitoring TV channels to the smartphone
implies that the action must be performed by all clients.
On the other hand, this task, which is identical for all the
clients, may be performed only once by the server.

ii) The server could be employed for collecting users’ statis-
tics. It is crucial for audience monitoring applications in
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Fig. 2. Block diagram of the audio fingerprint extraction algorithm
presented in [15].

which the proposed solution can be employed. The detailed
role of smartphone and server within the IRTR architecture
is detailed below.

4.2 Smartphone

The smartphone records a short snippet of the TV audio
channel using its microphone, it processes it by extracting
the AF through the AF extraction algorithm described in
Section 5.1 and it sends the AF to the Server for labeling.
The fingerprint is a two-dimensional matrix whose num-
ber of rows is proportional to the length of the audio from
which it is extracted. The fingerprint obtained by the smart-
phone and sent to the server is called Captured Audio
Fingerprint (CAF).

4.3 Server

The server, in order to monitor TV programs in real time,
must be capable of receiving Digital Video Broadcasting
signals, extracting the audio of each channel to be moni-
tored, computing its fingerprint in real-time, and updating
the database with the fingerprints computed from all mon-
itored channels. The fingerprints contained in the database
are called Reference Audio Fingerprints (RAF). The server
implements the AF-based audio recognition strategy by
searching for a correspondence between the CAF sent by
the client and one of the RAFs, and possibly labeling the
CAF with the name of the channel from which it was
extracted. Obviously this last step, which is the aim of
audio recognition, may fail or lead to a wrong choice. To
avoid the infinite growth of the database the oldest fin-
gerprints must be dropped after a certain time. In our
tests, the database contains the RAFs extracted from the
last 5 minutes of the audio of each monitored channel and
it is updated by using a First In First Out (FIFO) policy,
where the oldest fingerprint row is dropped every time
a new one is created. The 5-minutes temporal limit is an
empirical value that allows the system to also detect slightly
delayed transmissions. The IRTR system can face delays,
whose order of magnitude ranges from milliseconds to
a few seconds, due to network access and transmission
technologies (e.g., terrestrial, satellite or cable broadcast-
ers). The reference database stores fingerprints representing
the last 5 minutes, with respect to the current time, of
each TV channel, as reported at the end of Section 4.3.
Considering that the captured fingerprint represents a few
seconds of recorded audio, the stored reference fingerprints
surely contain the acquired one. Actually, the 5-minutes

H(l,l) H(laMbins — 1)

H(n,m)

H(Nframes, 1) H(Nframesa Mbins - ]-)

Fig. 3. Audio fingerprint structure.

recordings represent, in practice, a sort of temporal buffer
aimed at absorbing possible delays and they are employed
to avoid possible declines in performance due to delay to
access to the Cloud when the captured fingerprint is sent to
the server.

5 IRTR AuDIO FINGERPRINT COMPUTATION

5.1 Basic Computation

The fingerprint extraction algorithm used by IRTR is based
on the approach introduced by Philips Research [15],
reported in the following and shown in Fig. 2. The follow-
ing steps are performed in order:

a)  An audio recording of Lg[s] of duration sampled at
a rate of Rg[Hz] is divided into frames of Lr >~ 0.37s,
with an overlap factor OL.

b)  Each frame is filtered by means of a Hanning win-
dow function [33], in order to smooth the signal and
to reduce spurious frequency components.

¢) The Fast Fourier Transform (FFT) and squared mod-
ulus are applied to each frame in order to obtain the
energy spectrum of each frame.

d) The spectrum is divided into Mp;,s logarithmically
spaced frequency bins and the energy is computed
for each bin. The logarithmic spacing is chosen
because of the similarity with the Human Auditory
System [34].

e) By denoting the energy of band m of frame n by
E(n, m), the output of the fingerprint extraction block
is defined as in (1). A set of features H(n,m) is
computed for every frame n.

if Em,m)—Emn,m+1)— (E(n —1,m)
—Em—-1,m+1) >0
H(n,m) = (1)
0if Em,m)—Em,m+1) —(En—1,m)
—Emn—-1,m+1)) <O.

Features H(n, m) can assume only binary values: either
“0” or “1”. The features extracted for each frame com-
pose a row of the fingerprint, thus the fingerprint is a
bi-dimensional matrix with Mp;;s —1 columns and Ny rows,
where Ny is the overall number of considered frames.
The content of this fingerprint is shown in Fig. 3. The m-th
column is the contribution of frequency m for each frame.
The n-th row is the contribution of frame n for each fre-
quency bin, from 1 to My;,s — 1, and it may be defined as
the fingerprint of frame n. Since the CAF and the RAFs
refer to signals of different duration, the number of frames

in CAF and RAFis obviously different. In the following Nf

and NF denote, respectively, the number of CAF and RAF

frames. The parameter values employed in [15] are listed
in Table 1.
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TABLE 1
Fingerprint Parameters
Recording Length (Lg) 10 [s] (CAF) and 5 [min] (RAFs)
Overlap (OL) 31/32
Sample Rate (Rg) 44100 [Hz]
Frame Length (L) ~ 0.37 [s]
Number of Sub-Bands (Mpy;ns) 33

5.2 Modifications Aimed at Reducing the
Computational Load and Consequent Energy
Consumption

An important part of the IRTR method is the improve-

ment of the AF extraction process, summarized in 5.1,

in terms of computational load. Our aim is to make the

extraction process as fast as possible in order to reduce
its computational load, keeping the performances of the
system high in terms of correct detections. The aim is to
have a trade-off between two attributes: detection accuracy
and computational time. The fingerprint extraction algo-
rithm can be modified by setting the following parameters:
duration of the recording, Lr, overlapping factor between
two consecutive frames, OL, and sample rate of the audio
acquisition, Rs. Two different performance metrics are of
particular interest: detection rate Rp(Lg, OL, Rs) and finger-
print extraction duration t(Lg, OL, Rs), which represent the
detection accuracy and computational time, respectively.

Both can be considered as a function of the AF algorithm

parameters. The detection rate is defined as the number

of correct decisions divided by the total number of tri-
als. The fingerprint extraction time is the time required by
the client (i.e. the smartphone) to compute the fingerprint.

Our aim is to reduce the computational time while limit-

ing the decrease in detection accuracy by acting on Lg, OL

and Rg. We define two different cost functions, each one
evaluating a performance metric:

1
U1 = -1
Rp(Lg,i» OLj, Rs k)
T(LRr.i» OLj, Rs k)

= . 2
92 = ax t(Lgr.i, OL;, Rs k) ®

A property of functions v; and v, is that they equal to 0
when the ideal metric value is reached, Rp =1 and 7 =0
respectively. It was decided to merge the two cost functions
by summing them, therefore the final cost function is:

C(Lr,i, OLj, Rs ) = v1 + 02. 3)

Given its definition, shown in (3), minimizing the cost func-
tion C(-) is equivalent to finding a trade-off between detec-
tion accuracy and computational time, since C(-) decreases
when Rp(-) increases and when z(-) decreases.

Weights w1 and wy such that w1 + w» = 1 with 0 <
w1 <1 and 0 < w2 < 1 may be used as multiplicative
factors for v; and vy, respectively, in (3), to give more
or less importance to one of the metrics depending on
the performance aims. Weights investigation is left to fur-
ther research. Cost function (3) ensures that the ideal cost
C(LR,i» OLj, Rs ) = 0 is obtained with a perfect detection
rate, Rp(Lg i, OLj, Rs k) =1, and a null computational time
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t(LR,i, OLj, Rs ) =0, as evident in 4.

. . — 1 _
Clri Oy Rsp) = (morommen — 1)+,
f(LR,i,OL]‘,RSvk) ( )
maxr(LRj,OLj,RSvk) .

Since functions Rp(Lg,;, OLj, Rsx) and t(Lg i, OL;, Rs k)
are not known in closed form, they can only be mea-
sured. Optimization methods such as Multi-Objective
Optimization (MOP) [35] can not be applied. The fin-
gerprint extraction parameters are chosen through a
brute-force minimization of the cost function, since the
dimensionality of the problem is small enough to permit
such an approach. The numerical results of the mini-
mization process are reported in Section 7.1. The chosen
parameters are not globally optimal but only the best
among all the evaluated ones. The obtained values should
be reasonably close to the optimal ones but formal opti-
mality cannot be proven. The estimation of a closed form
for functions Rp(Lg,;, OL;, Rs k) and 7(Lg ;, OL;, Rs k) will be
a future development of this work. The closed form shall
allow using non-linear programming methods and finding
the optimal set of parameters on a continuous scale.

6 IRTR TV CHANNEL RECOGNITION

The recognition problem consists of deciding which channel
the received fingerprint belongs to. The problem of Live TV
detection does not allow building Look Up Tables as in the
Music Identification problem because, as previously stated,
the database contents change continuously (about every 100
ms with the best parameters setting) and old AFs provide
limited contribution. A suitable algorithm must therefore
be developed. Once the server receives a new fingerprint
(CAF) it must compare it to the fingerprints stored in its
database (RAFs) to find a possible correspondence. The
first required step is to provide a measure of the level of
similarity between audio fingerprints, in order to estimate
the likelihood that the two fingerprints belong to the same
audio content. It is important to take into account the
lack of synchronization between the audio stream that the
server uses to build the AF database and the audio cap-
tured by the smartphone. It is in practice very difficult to
calculate the transmission delay and to predict the exact
time difference between the server-database and the client-
smartphone. Such asynchrony calls for a suitable likelihood
estimation algorithm robust to time shifting. Two likelihood
estimation algorithms are presented in Section 6.1 and com-
pared in Section 7.5. The first one called “Direct Method” is
simply based on the computation of the Hamming Distance
between fingerprints and it is described in Section 6.1.1. The
second one, called “Reduced Complexity (RC) method”, is
introduced in this paper in Section 6.1.2 and is aimed at
reducing the complexity of the Direct method. An audience-
based scheme is proposed in 6.1.3 to implement a quick
search in the RAF database to find a correspondence.
In content retrieval architectures detection errors weigh dif-
ferently, whether they are false alarms or missed detection
errors. When a user is watching a TV channel a missed
detection occurs if the system states that the user is not
watching any of the monitored channels, while a false alarm
occurs when the channel recognized by the system is not
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Fig. 4. Hc(n, m) shifted over the overall length of Hg(n, m) with partial
(a) and total (b) overlap.

Server fingerprint (RAF)

the one the user is actually watching. In the false alarm case
the error is twice as costly, since, if the user is watching
channel A, taking the wrong decision implies i) rejecting
the hypothesis of channel A and ii) accepting the wrong
hypothesis of channel B. Furthermore, for the goal of IRTR
having a missed detection is more acceptable than recogniz-
ing a wrong channel. A method is used to set a threshold
6 on the likelihood in order to decide whether the received
fingerprint is taken from a channel or not. The overall deci-
sion method used by IRTR is presented in Section 6.1.4.
The threshold 6 is computed by considering that an impor-
tant goal of the IRTR system is to keep the false alarm
probability Prs, formally defined in Section 6.2, as low as
possible. The threshold 6 applied in the likelihood estima-
tion has been set in order to keep the false alarm probability
below 31073 (Ppa < 3-1073) and it has been computed
by using a data set of 300 trials employed to estimate the
Probability Density Function (PDF) explicitly considered in
Section 6.2.

6.1 Likelihood Estimation
6.1.1 Likelihood Estimation Algorithm: Direct Method

Since the fingerprints are binary matrices, a reasonable met-
ric of the similarity between fingerprints is the Hamming
distance between them. Hg (11, m) and Hc (1, m) are the refer-
ence and the captured fingerprints respectively. It is worth
remembering that Hg(n,m) and Hc(n, m) have different
dimensions, as they both have My;,s — 1 columns, but the
number of Hg(n, m) rows NX is much larger than N€, the
number of rows of Hc(n, m). Therefore, the likelihood esti-
mation algorithm must search for the portion of Hg(n, m)
most similar to Hc(n, m). This is achieved by shifting the
captured fingerprint Hc(n, m) over the overall length of
HRg(n, m) (or vice-versa if mathematically simpler) as shown
in Fig. 4(a) and (b), and, for each shift value k, comput-
ing the Hamming distance Hy(k) as in (5). To include in
the similarity evaluation also partial overlaps of Hc(n, m)

and HRg(n, m), shown in Fig. 4(a), the fingerprint Hg (1, m) is
extended N¢ —1 rows before and N€ —1 rows after the orig-
inal Hg(n, m) by using zero-padding so to have an overall
length of N}S + 2NfC -2
k+1\]}Ej Mhin571
Hyt)= ) D Hri—km) @Hcm.m). s

n=k m=1

C R
Wk e [—Nf +2,Nf —1].

The Hamming distance Hy(k) is the number of positions
at which the corresponding symbols in the two overlapped
matrices, Hc and extended Hp, for each shift k, are different.
Having a Hamming distance value H,(k) for each shift, the
Hamming distance NbDit between Hg(n, m) and Hc(n, m) is
defined as the minimum H; (k) over the shift k as in (6).

Np, = min (Hyk) . Vk e [-Nf +2.Nf =11 (6)

The complexity of (5) is O (Nfc (Mpins — 1)) for
each time shift k, thus the total complexity of
the formula is O (Nfc (Mpins — 1)(Nfc +NR 2)) =

f
O ((Mys = 1) (NE* + (NK = 2NF)).

6.1.2 Likelihood Estimation Algorithm: Reduced
Complexity (RC) Method

The real-time TV detection requires a quick server response
and, therefore, a quick likelihood computation. To reduce
the complexity of the computations, the metric L we mea-
sure is a modification of the Hamming distance. Let L(k)
be the difference between the number of positions where
the bits of the two fingerprints are equal Nf”.t(k) and the
number of the positions where the two fingerprints differ
H;(k). Given NbTitOT = NfC - (Mpins —1) the dimension, in bits,
of the smaller fingerprint:

L(k) = INE, (k) — Hy(k)|. )

Having a L(k) value for each shift we proceed similarly to
the previous case by using (6):

N, = min (Hy(®)) Yk € [~ Nf +2.Nf ~1]

N}, = max (NE®) . Vke [~ Nf +2,NF 1] (8)

therefore,
L = max INE, (k) — Hy(k)| = N, — Np,| =
= NG T = 2N | = [2Njg, = N, ©)
vk € [—NfC+2,N}< —1].

Such metric is 0 when Nl];:it = NEit,

distance between the two fingerprints is %?T. Both when
NbDl.t = 0 and when NbDit = NZ;.?T, L= NbTi?T. This is correct,
in our view, because a fingerprint and its negated convey, in
fact, the same information. Adding the |-| operator is a way
to consider this within the likelihood estimation algorithm.
The likelihood value L can be normalized between 0 and 1

as in (10).

i.e. when the Hamming

L, = L/NIOT. (10)
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The RC likelihood estimation algorithm exploits the fact
that the metric L can be computed very efficiently through
the cross-correlation of two sequences by using the Fast
Fourier Transform (FFT). The first step is defining H'(n, m)
as the fingerprint H(n, m) where the “0”s are replaced with
“—1"s, as shown in (11).

Hn,m)=2-Hn,m) —1,Vn, m. (11)

The product between an element of the converted matrix
Hy(n,m) and another element of the converted matrix
Hi(n,m) is 1 if they are equal and —1 if they are different.
This allows to compute the metric value L(k) for each shift
k by multiplying, element by element, the shifted matrix
Hy(n —k,m) and the matrix Héj(n, m) and then adding the
results of each element product:

L= ml?x (L(k)) =
Mhirzs_l N}{+2NfC71
: Z ZH;?(” —k,m)-Hp(n,m)| |,

max
m=1 —_N€¢
n= Nf +2

C R
ke[ —Nf+2,NF - 1]

(12)

The summation over n in (12) is the one-dimensional
cross-correlation RH;{H::(k, m) between each column of
Hy(n,m) and the corresponding H’C(n, m) column. In gen-
eral this operation equals the convolution between the
columns of Hy(n,m) and the corresponding columns of
HE(—n, m), the complex conjugate of H(1, m). In our case,
being H/C(n, m) real for all possible values of m and n,
HE(n,m) = Hp-(n, m), (14) is true.

Nf+2NfF -1
Z Hyp(n —k,m)-He(n,m) (13)

—_nNC
n= Nf +2

= Hy(n, m) « HX (—n, m)
= Hy(n, m) «* H-(—n, m).

Ry, pyy. (k. m)

Merging (12) and (14) we can re-write (12) as follows:

Mpins—1
> Hi(.m)*He(—n,m)| |,

m=1

C R
ke[ —Nf+2,NF —1]

L = max
k (14)

Since cross-correlation Ry g is a convolution, it can be
computed efficiently by using Fast Fourier Transform (FFT)
algorithms. The theoretical computational complexity of
the FFT for a sequence of length N is O (% logz(N)), and
in practice, since FFT algorithms process sequences whose
lengths are powers of two, O (M [log, (N)]P. The one-
dimensional convolution of two sequences of length N is
calculated in the frequency domain by multiplying element
by element the Fourier transform of both sequences and
then computing the Inverse Fourier transform of the
product sequence. The complexity of this operation is due
to 3 FFTs performed on sequences of length 2[1og; N and to
2[log, N1 multiplications. Therefore the overall complexity
is O (% . 2[log; N1 ﬂog2 N-‘ +2M0%:NT) ' In our case, since
the shorter sequence is zero-padded up until the length of
the longer one and the one-dimensional cross-correlation
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TABLE 2
Italian Share of Audience Statistics During the Daily Time Slot
Lasting from 20.30 to 22.30, October 2011, [36]

Channel Name | Share of TV watchers
Rai 1 18.55%
Canale 5 16.39%
Rai 3 9.29%
Italia 1 8.88%
Rai 2 8.67%
Rete 4 6.39%
La?7 5.42%
Total 73.59% |

has to be computed for each of the (Mjy;,s —1) columns
of Hp(n,m) and Hp(n,m), the overall complexity is

O (Mpis — 1) - (% .2[logszR] {bgz NF—‘ +2[10g2NfR] .

This value must be compared with
(@) ((Mbms -1 (NJE:2 + (Nﬁ - 2)NJ§>), which is the com-
plexity of the Direct method. A full numerical comparison
is reported in Section 7.5 but it is important to observe

from the start that RC method complexity does not depend
on the length of the CAF fingerprint.

6.1.3 Search Algorithm

The idea concerning the database search is based on the
observation that television audience ratings are far from
being equally distributed. For example, what currently hap-
pens in Italy is that, though more than 150 channels are
broadcast, over 70% of the audience is gathered around no
more than 7 channels. Table 2, for example, shows the aver-
age share of TV watchers for the 7 most watched Italian TV
networks during October 2011 [36]. Actually, the values are
not time-invariant and are referred to a particular time slot
(from 20.30 to 22.30) and to a specific month. Nevertheless,
using audience statistics allows to sort the channels to
be matched in the database from the most- to the least-
watched. Such searching policy should reduce the time
required to find the correct channel, on average, therefore
speeding up the recognition process.

6.1.4 Decision Algorithm

The overall decision algorithm applied by IRTR is described
by the flowchart in Fig. 5.

When a query fingerprint is received, the server com-
pares the received fingerprint with the first fingerprint of
the database (the most watched channel according to the
available statistics). If the likelihood score L is higher than
the threshold value 6, whose computation is explained
in the next section, the server decides that the user is watch-
ing that channel, otherwise it compares the received finger-
print with the following fingerprint stored in the database.
If, after comparing the received fingerprint with all the
fingerprints of the N monitored channels from the most-
to the least-watched channel, the system has not found a
match, it concludes that the user is not watching any of the
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i=1

Get the i-th
Database AF

¥
Estimate Likelihood

Y

User is watching
the i-th channel

User is not watching
a monitored channel

Fig. 5. IRTR decision algorithm flowchart.

monitored channels. As described in Section 6.1.3, the avail-
ability of audience statistics and, consequently, of a priori
probabilities of audience values may improve the compu-
tational speed. Table 2 is only an example referred to the
Italian case used to produce the results shown in this paper
but it may be helpful to understand: without having any
information on the audio captured by the smartphone of the
user, the probability (from Table 2) that the user is watching
one of the seven most-watched Italian Television channels
is over 73%. This means that by sorting the channels fin-
gerprints in the database from most- to least-watched, more
than 73 times out of 100, the search will stop within 7 cycles
of the algorithm, avoiding useless operations and saving
time retrieving a quicker response. Although the estima-
tion of these a priori probabilities is out of the scope of this
paper, it is evident that the system can collect statistics on
the channels watched by the users and therefore estimate
the a priori probabilities.

6.2 Optimal Threshold

Within a system monitoring N TV channels, the problem of
deciding which channel the user is watching is composed of
N sub-problems: for each i-th (i € [1, N]) stage of the deci-
sion process the system must decide between hypothesis H;
(the user is watching the i-th channel) or hypothesis Hy (the
user is not watching the i-th channel). As can be seen from
the flow chart in Fig. 5, the threshold value 6 plays a cru-
cial role by directly affecting the detection rate. The system
can fail by assessing the user is watching the i-th channel
(H1) while the user is not watching it (Hp) so causing a False
Alarm, or, vice-versa, it can fail by assessing that the user is
not watching the i-th channel (Hp), while the truth is that
the user is watching it (Hj), causing a Missed Detection.
As said, Missed Detections are much more acceptable than
False Positives. The Maximum Likelihood criterion can-
not be applied because, even if statistics on the likelihood
values L referred to Hy class can be inferred, we do not
have general information about the L values of the H; class
since they are strongly dependent on the audio Signal-
to-Noise Ratio (SNR). As anticipated in Section 6.1, the
reason for the setting of 6 is to maximize the detection
probability while keeping the false alarm probability Pra

Study of the Optimal Threshold Estimate

0.05F E
0.04F M Observated Likelihood scores
— Estimated Likelihood score PDF
0.03F ---Optimal Threshold 1
0.02F &
0.01 <
o .
0.05 0.25

0.1 0.15 0.2
Normalized Likelihood Score (Ln)

Fig. 6. Probability density function of normalized likelihood scores Lp,
as in (10) referred to Hy hypothesis.

below an acceptable value (3- 1073). We can define the false
alarm probability as the probability of deciding H; while
the ground truth is Hy, P(H1|Hp). The Probability Density
Function (PDF) of the likelihood value L given Hy p1(L|Ho),
assumed normally distributed, has been estimated through
a finite number of observations of Hy class realizations.
To do so the likelihood values L obtained when the client is
listening to the audio of a non-monitored channel have been
collected. Obviously this corresponds to the event (Hj|Hp)
because the CAF is related to a non-monitored unknown
channel. Being L; the L value measured during the i-th
observation and N, = 300 the total number of observations
the sample mean p = L = N% Zf\ﬁl L; and the sample vari-
ance 02 =% = NL Zfi”l (L; — v)? have been used to obtain
the estimated norgmally distributed PDF (15). The assump-
tion that the PDF is normally distributed is qualitatively
justified in Fig. 6, and is tested numerically in Section 6.2.1,
where the results of the Lilliefors Test for Normality are
reported.

Ppa = P(H1|Ho) = P{L > 6|Ho} =

+o00 +o00 1 _(,{,/L)Z
= (x|H )dx=/ e 22 dx. (15
/(; pL(x|Ho Ay = (15)

The threshold @ has been set to assure that Ppy < 3-1073
by applying the “30 Rule”. In general, this rule is employed
to obtain an approximate probability estimate of a quantity,
given its standard deviation, if the reference population is
assumed normal. This criterion was chosen because it is
widely used in statistics. The “30 Rule” states that, for a
normal distribution, nearly all values lie within a distance
of 3 standard deviations from the mean. In mathematical
terms, the the area of the two tails starting from 30 from
the mean of a normal distribution is 3 - 1073. Considering
a single Gaussian tail for the sake of simplicity:

_a-p?

%2 dx=15-10"2.

/+oo 1

e (16)
u+30 O/ 27
Therefore the threshold value has been set to 6§ = u+30.

6.2.1 Normality Test

We previously assumed the Probability Density Function
of the Hy class to be normally distributed. The proof is
given in this section by performing the Lilliefors Test for
Normality [37]. For the sake of briefness, the mathematical
detail of the test is not reported.
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Fig. 7. Cost function values with variable Lg (OL = %, Rg = 22050
[Hz]).

The Lilliefors Test is an adaptation of the Komolgorov-
Smirnov Test and it is used to test the hypothesis that
data come from a normally distributed population, i.e.,
that there is no difference between the observed distribu-
tion and a normal distribution with mean and variance
equal to the sample mean and sample variance of the pop-
ulation. The alternative hypothesis is that the population
is not normally distributed. The normality test is based
on the concept of statistical significance, denoted by «,
which is the rejection probability of the normality hypoth-
esis when it is true. Defining, coherently with the literature
in the field, the amount of evidence against the normal-
ity hypothesis as p-value then it is possible to state that
data come from a normally distributed population when
the p-value is smaller than the significance level «, with a
confidence level higher than 1—«. Though the selection
of the significance level is arbitrary, in our paper a sig-
nificance level of «=0.05 was chosen, as conventionally
done for most applications. The Lilliefors Test was run -
using an ad hoc MatLab tool - on the observation vector
from which the histogram in Fig. 6 was produced. The
result is a p-value equal to 0.0437, strictly lower than ref-
erence «. This result allows assuming that the PDF of the
Hy class is normally distributed with a confidence level of
at least 95%.

7 PERFORMANCE INVESTIGATION

An algorithm executed on mobile devices such as smart-
phones has to deal with battery lifetime. It is therefore
crucial to limit the amount of CPU operations. For these rea-
sons, in Section 5.2, we described the method we applied to
find an improved set of parameters aimed at reducing the
energy consumption for the fingerprint computation algo-
rithm, which is the main task performed by the smartphone
from the computational load viewpoint. The results regard-
ing the parameter configuration, as well as the selection of
the best tested parameter configuration, are presented in
Section 7.1. Section 7.2 reports the comparison, concern-
ing the overall system performance, between IRTR when
the best parameter configuration analyzed in Section 7.1 is
employed and IRTR with the parameter configuration used
in the Philips approach [15]. The performance is evaluated
in terms of:

e Detection rate Rp: number of correct decisions
divided by the number of trials;

o AF computation time 7: time the client needs to
compute the fingerprint;
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Fig. 8. Cost function values with variable OL (Lg = 6 [s], Rg = 22050
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31/32

o Consumed power and its integral Consumed energy
by the Client, measured for one trial (from the
channel detection triggering to the server response);

o Response time: time elapsing from the channel detec-
tion triggering to the server response.

In Section 7.4 the power consumption of IRTR imple-
mentation is compared with the commercial application
IntoNow [1]. The client employed for all the tests described
in this paper, on which te application implementing the
IRTR algorithm and the IntoNow application were run,
was a Samsung Galaxy S Android smartphone. The like-
lihood estimation algorithm, implemented in the server,
has been tested in Section 7.5: the proposed RC method
for likelihood estimation is compared with the Direct
method. The results highlight the advantages in terms of
computational complexity and, consequently, of computa-
tional time.

7.1 Fingerprint Parameters Configuration

Section 5.2 describes the changes to the fingerprint extrac-
tion algorithm by setting the following parameters: Lg,
duration of the recording; OL, overlap of two consecutive
frames; Rg, sample rate of the audio acquisition. This sec-
tion presents the results of this process by showing the
value of the cost function C obtained by changing the AF
parameter values (Lg, OL, Rs).

With the aim of finding a suitable parameters combi-
nation, the cost function C was minimized by applying
a brute force procedure. All possible combinations of the
tested parameters, defined below, were employed and the
values assumed by the cost function were evaluated. Each
parameter combination was evaluated by 20 trials (i.e., each
point reported in the graphs is the average over 20 tri-
als). So, since 75 combinations were evaluated, as detailed
below, 1500 trials have been completed.

In more detail, the recording length Lg was varied from
2 [s] to 10 [s] (with a 2 [s] step); the following overlap rates
OL were considered: %, %, %, % and % ; three possible
values of sample rate Rs were applied: 11025 [Hz], 22050
[Hz] and 44100 [Hz]. Being TV audio the reference signal
of this paper, these sample rates have been chosen because
they are usually employed by algorithms for music identifi-
cation aimed at tracking all possible human audible sounds
and extending the applicability of the solutions beyond
typical speech-based applications working at 8000 [Hz]. As
shown below, the best trade-off between accuracy and com-
plexity is reached with Rg = 22050 [Hz]. The employment
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Fig. 9. Cost function values with variable Rg (Lg = 6 [s], OL = %—g).

of different sample rates implies higher values of the cost
function.

The most meaningful results (extracted from all tested
combinations) of this procedure may be seen in Figs. 7
to 9. Each figure reports the behavior of the cost function
C obtained by varying a single parameter (the recording
length in Fig. 7, the overlap rate in Fig. 8, and the sample
rate in Fig. 9) while keeping constant, at the value assur-
ing the minimum C, the others. These results show that the
parameter combination that minimizes the cost function is

Lg = 6s, OL = % and Rs = 22050Hz.

7.2 Comparison With the Parameter Configuration
Used in the Original Philips Approach

Table 3 compares the values of the cost function C, of the
detection rate Rp, of the computation time r, and of the con-
sumed energy for each trial by using the IRTR parameter
configuration assuring the best performance (Lg = 6s, OL =
%, Rs = 22050Hz) among the tested ones and by using the
combination Lg = 10s, OL = % and Rg = 44100Hz adopted
by the traditional Philips AF approach. Table 3 also shows
the percentage gain provided by IRTR with respect to the
configuration used by the Philips approach, which because
of the longer recording length, the almost complete over-
lap, and the higher sample rate is very accurate and assures
a detection rate of about 100%, although, in this case, the
Samsung Galaxy S Android smartphone requires more than
1 minute to complete the fingerprint computation and more
than 30000 m] for each trial. Our best configuration guar-
antees a detection rate of about 95% but requires less than
2.5s to compute the fingerprint, and less than 3000 m] for

TABLE 3
Comparison Between IRTR Applying Original
(Lg =10s, OL = g—; Rg = 44100Hz) and Improved
(Lg = 6s, OL = 53, Rg = 22050Hz) Audio
Fingerprint Parameters

Original | Improved

settings settings Gain
Rp ~ 100% ~ 95% —5%
T ~ 62s ~23s | +96.3%
C ~1 ~ 0.0986 | +90.1%
Energy consumed
for each trial 30681 mJ 2756 mJ] | +91.0%

Power Consumption

8- =65, 0L-24/32, Rg=22050Hz

600 -Q-LH-WO& OL=31/32, Rs-MlOOHZ

Power [mW]

1 1 L L 1 S
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Time [s]

Fig. 10. Power consumption of the IRTR algorithm with the following
parameter configurations: (Lg = 6s, OL 24 Rs = 22050Hz) and

= 4,
(Lg =10s, OL = 31 and Rg = 44100Hz).

each trial. This result meets real-time requirements as well
as those imposed by smartphone platforms and is very sat-
isfying from an operative viewpoint. The improvement in
percentage with respect to the original Philips approach
is ~ 96.3% concerning time and ~ 91% concerning energy.
Fig. 10 shows the instant power consumption during a trial
for the two considered parameter configurations, with the
area under the curve being the energy consumed, reported
in Table 3. The tool we used to evaluate power consumption
is PowerTutor, an application for Android phones devel-
oped jointly by the University of Michigan and Google,
which displays the power consumed by major system com-
ponents such as the CPU, network interfaces, the display
and the GPS receiver for every running application. [38]
shows the reliability of PowerTutor: it provides measures,
for 10-second intervals, with an average error of 0.8% and a
maximum error of 2.5% with respect to the measurements
taken by a hardware meter.

7.3 IRTR Performance with Different
Signal-to-Noise Ratios

The accuracy of the IRTR system depends on the Signal-to-
Noise Ratio (SNR). IRTR has been tested by disturbing the
TV audio with white noise, which is easily reproducible
and leads to non-ambiguous easily repeatable test condi-
tions. White noise represents a worst-case scenario because
it is distributed over all frequencies while, everyday back-
ground noise (e.g., people talking, ringing phones) is con-
centrated within given and limited frequency ranges. SNR
is computed by using an IEC 651 standard-compliant sound
level meter that measures the value of 1+SNR. The adopted
procedure measures the signal-plus-noise level S + N and,
after switching off the audio source, the noise level N. In
the described conditions the obtained results, in terms of
detection rate Rp, are reported in Table 4. Reported values
show that, if the noise level is equivalent to the signal level,
the IRTR performance is still satisfactory.

TABLE 4
IRTR Accuracy Performance with Different Signal
to Noise Ratios

SNR[dB] | -5 0 3 6 10
Rp (%) | 30 | 95 | 100 | 100 | 100
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Fig. 11. Total power consumption of IRTR and IntoNow algorithms.

7.4 Power Consumption Comparison with Existing
IntoNow Platform

IntoNow [1] is a successful consumer tech company that
offers a solution (based on the patented SoundPrint plat-
form) providing users with the ability to quickly recognize
TV contents. The performance of the IRTR and IntoNow
solutions are compared in this section, as far as power
consumption is concerned, by using PowerTutor, as in
the previous case. It is in practice very difficult to fairly
compare IntoNow and IRTR in terms of recognition accu-
racy because their databases are different: IRTR monitors
Italian channels while IntoNow operates on U.S. channels
so the comparison is limited to power consumption in this
paper. The IntoNow algorithm is not known but some
of its features can be inferred by the trials’ results. The
IntoNow platform response time is not fixed because, as
far as we can understand, it does not send all the data
at the end of the processing waiting for the response, but
it implements a progressive sending mechanism. It starts
sending data during audio acquisition and it stops when
a response is received; if no response is received within
20 s it concludes that it is not able to detect the chan-
nel. We have tested the IntoNow solution in two scenarios:
the Best Case (BC) and the Worst Case (WC). BC occurs
when IntoNow immediately detects the channel, WC when
IntoNow does not recognize the channel. Concerning IRTR,
WC and BC lead to the same energy consumption because
IRTR does not implement any progressive sending mech-
anism. The implementation of this type of mechanism can
be a future development of IRTR aimed at further energy
saving. Fig. 11 shows the power consumption over time
of IRTR, obviously using the best parameter configura-
tion (Lr = 6s, OL = %, Rs = 22050Hz) and IntoNow in
the Best and Worst Case scenarios, defined above. Table 5
summarizes Fig. 11 by explicitly showing the response
time and consumed energy of the solutions compared in
Fig. 11. The IRTR performance is close to the Best Case
of IntoNow in terms of energy consumption and response
time. A possible further improvement for IRTR may be

TABLE 5
Comparison Between IRTR and IntoNow
Metrics IRTR | IntoNow WC | IntoNow BC
Response Time ~12s ~ 20s ~ 11s
% of IntoNow WC ~ 60% 100% ~ 55%
Energy Consumed | ~ 2756mJ ~ 5474mJ ~ 2070mJ
% of IntoNow WC ~ 50.35% 100% ~ 37.82%
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Fig. 12. CPU power consumption of IRTR and IntoNow algorithms.

the implementation of the fingerprint progressive sending
mechanism.

Because of the difference between the IRTR and IntoNow
implementations it is interesting to evaluate separately the
energy consumed by the CPU and by the network inter-
face. The network interface we need to monitor in our test
is the WiFi card since the smartphones are connected to the
Internet through the WiFi network of the laboratory. Figs. 12
and 13 show the power consumption profile of the CPU
and the WiFi interface, respectively. Both figures contain the
measured power in [mW] over time, as well as the value of
the consumed energy, for IRTR, IntoNow BC, and IntoNow
WC. Concerning the IRTR implementation, 98.77% of the
energy is consumed by the smartphone’s CPU and only
1.23% by the Wifi interface. IntoNow transmits more data
and 77.20% of the consumed energy is spent by the CPU
and 22.80% by the Wifi interface, in the BC, and 59.37% by
the CPU and 40.63% by the Wifi card, in the WC. The IRTR
implementation does not involve the network infrastruc-
ture as much, thus avoiding overloads and requiring less
bandwidth, but its CPU consumption curve has a peak at
the fingerprint computation. This result may be improved
since our implementation is not yet engineered, i.e., the
code is not optimized, since at the moment it is a prod-
uct of academic research. We do not know what operation
corresponds to the IntoNow CPU peaks since the algorithm
is unknown. Moreover, it is reasonable to assume that the
IntoNow code is fully engineered because it is a successful
commercial application.

7.5 Likelihood Computation Algorithm Evaluation

In this section the performance of the Likelihood
Estimation algorithm introduced in Section 6 is eval-
uated. As previously mentioned in Section 6.1.1 the
computational complexity of the Direct method is

@ ((Mbms -1 (Nfc2 + (N}{ — 2)N]§)), while the complexity

WiFi Power Consumption

= |RTR
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Worst case IntoNow ~2224.1 mJ []
Best case IntoNow ~ ~472.0 mJ

IRTR ~339md ]

Power [mW]
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Time [s]

Fig. 13. WiFi interface power consumption of IRTR and IntoNow algo-
rithms.
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TABLE 6
Likelihood Estimation Computation Time and Related Gain,
NF = 3200, N¢ = 60

Direct method | RC method
Computation Time 79.7ms 60.8ms
Gain 0% 23%

of the RC method proposed in this work is of the order of
R R

o ((Mbl-ns ). (% olteeaNf] ﬁog2 Nﬂ n zﬁ"gszW)). In

the current IRTR configuration NfC and NR are fixed values,

but, in future developments variable Nf and NF may help

to further improve the performance. For example NfC is pro-
portional to the duration of the audio recording acquired
by the smartphone. A variable recording length would lead
to a variable N¢. NR is proportional to the length of the
audio of the monitored channels. In our work, as previously
said, the recognition takes into account the last 5 minutes
of each monitored channel, thus, leading to approximately
3200 RAF rows. In the best parameter setting, the record-
ing length is 6 seconds, consequently NJE: is approximately
60 rows. Table 6 shows the time required to compute the
likelihood estimation, NbDit in (6) and L in (9), for the Direct
and RC methods respectively as well as the percentage gain
of RC with respect of the Direct method by using the setting

Nf = 3200, Nf = 60.
As said, N¢ and NR may be variable, therefore it is
important to show how the performance of the likelihood

estimation algorithm changes based on these values. Fig. 14
compares the values (Mpjys — 1) (Njf:2 + (N}2 — Z)Nfc) and

(Mpins =D+ ( 3 .Z{Ing ] (logz N}{ -‘ + 2[1og2 N related to

the theoretical complexity of the Direct and RC methods,
respectively, by fixing the NfC value to 60 and by varying

NR. Fig. 15 shows the measured time required to compute
the likelihood estimation into the two cases (as done in
Table 6) again with NfC = 60 and varying N}{. The shown
time measurements are taken by using MatLab on a PC
running on a 32-bit Linux operating system and using an
Intel Xeon(R) CPU W3520 @ 2.67GHz x 4 processor with
3.9 GiB RAM memory. The shown values are the average
over 10 trials for each value of NX.

Figs. 16 and 17 show the same quantities of Figs. 14 and

15 but fixing N}f = 3200 and varying Nf.
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Fig. 15. Measured time to compute the likelihood estimation for RC and
Direct methods versus RAF length.

It is clear that the proposed method is significantly less
complex than the Direct method. It is worth remarking that
if the fingerprint sent by the smartphone is taken from
a longer audio snippet RC computational time remains
unchanged because the RC complexity is independent of
N¢. This will allow a future implementation of a flexible
recording policy,in which the client acquires audio snip-
pets of time-varying length without requiring any increase
of computational time. On one hand, while using shorter
fingerprints (or hash values) in the Direct Method leads
to shorter computational times on the server side, on the
other hand the proposed approach is not affected, always
as far as the computational time on the server side is con-
cerned, by the captured fingerprint size, as clearly shown
in Figs. 16 and 17. This represents, from the authors’ view-
point, one of the strengths of the proposal because the size
of the captured fingerprint also has a significant impact on
the recognition performance. At the same time it is also
true that a reduced fingerprint size implies a complexity
reduction on the client side, as shown in Section 7. As a
consequence, the employed size, i.e., the size of a possible
hash value, should be a compromise in terms of computa-
tional complexity and detection rate: the proposed method
can employ larger fingerprints, therefore increasing the
recognition accuracy, without affecting the computational
complexity of the matching phase (on the server side). In
practice, it is possible to improve the reliability of the IRTR
response without affecting its real-time functionality.

8 CONCLUSION AND FUTURE WORK

A full system, called IRTR, capable of detecting the TV
channel in real time through a short audio snippet has
been introduced. We have presented an improvement of

8
10

=='RC method
==Direct method '

Complexity

L
L
e
=
e
-
o
o
o
-
"
o
-
"
o
o
el
-’
s
s
o
.....

0 500 1000 1500 ,2000 2500 3000
CAF rows (N' )
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Fig. 17. Measured time to compute the likelihood estimation for RC and
Direct methods versus CAF length.

the parameter configuration used by the Philips audio
fingerprint computation algorithm in order to reduce the
computational load and consequent energy consumption in
the smartphone client. Experimental results show a signifi-
cant computational time and power consumption reduction
of more than 90% with a limited decrease in recogni-
tion performance. The overall performance of the system,
with the selected settings, reaches a 95% correct decision
rate. A comparison with the existing commercial software
IntoNow has been carried out concerning energy efficiency
and computational speed. The performance of IRTR is
comparable to the IntoNow Best Case scenario. Moreover,
an efficient likelihood estimation method running on the
server and called RC (Reduced Complexity) has been pro-
posed. The RC method allows reducing the computational
complexity of the likelihood estimation of more than 20%
compared to the state of the art. The computational com-
plexity of RC has the peculiarity of being independent from
the length of the audio recorded by the smartphone, and
is therefore well suited for variable-recording-length archi-
tectures. Future improvements may derive from fingerprint
progressive sending and from the use of users’ individual
watch history to compute a priori probabilities and further
optimize the searching algorithm.
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