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Abstract

Resource allocation represents an important issue for the next generation TCP/IP Quality of Service-based satellite net-
works. Many schemes, proposed in the recent literature, consider Internet traffic as the superposition of traffic sources
without distinguishing between User Datagram Protocol (UDP) and Transmission Control Protocol (TCP) flows, even
if UDP and TCP imply very different traffic characteristics. The basic idea of this work is that a resource allocation algo-
rithm which is conscious of the difference may be more efficient because it can make use of the different behaviour of TCP
and UDP in the presence of network congestion. Actually TCP reduces the source flow rate and, as a consequence, also the
bandwidth occupancy when there is network congestion. The use of this feature within the bandwidth allocation scheme
allows reducing the bandwidth waste due to over provisioning and using the residual bandwidth for other sources. The
advantage is particularly clear over satellite channels where fading often affects the communication: having some residual
bandwidth available for stations which have experienced fading can improve the satellite network performance.

This paper presents a detailed performance evaluation of a bandwidth allocation scheme, called E-CAP-ABASC and
studied for the satellite environment. The bandwidth is assigned to the earth stations that compose the network by a master
station on the basis of a cost function whose main part is represented by a closed-form of the packet loss probabilities for
the TCP and UDP traffic. The use of two different packet loss probability models for TCP and UDP allows exploiting the
different features of the two traffic types, so improving the overall performance either in terms of packet loss or, on the
other hand, in terms of the traffic admitted.

The performance evaluation is carried out by varying the link degradation due to fading, the traffic load, and the flow
balance between UDP and TCP. The results show a good performance of E-CAP-ABASC, compared with two other
schemes. Advantages and drawbacks are discussed.
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1. Introduction

TCP/IP based protocols and related networks are
the most rapidly spreading technology. Many new
applications use these. On the other hand, satellite
networks are an essential element in the establish-
ment of long distance communications, and will
.
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have a major role in the implementation of the so
called global information infrastructure in the
future [1]. Therefore, Internet-based applications
represent most traffic over satellite networks. As a
consequence adapting a bandwidth allocation
scheme which, in satellite environments, has a func-
tion as a fading countermeasure, is a key issue.

The reference network for this paper is based on
a Geostationary (GEO) satellite accessed by a num-
ber (I) of earth stations. Earth stations may be
affected by fading. One of them (or the satellite
itself, if switching on board is allowed), called the
master station, assigns the overall bandwidth
among all earth stations. The assignment depends
on a cost function whose value is related to the fad-
ing level and to the traffic load. The traffic is com-
posed of guaranteed calls (e.g., CBR, Constant Bit
Rate, phone calls) and of TCP and UDP flows.
The bandwidth assigned to each single station is
divided into two portions. One part is dedicated to
guaranteed calls (CBR traffic). Once the bandwidth
is fixed for them, the maximum number of guaran-
teed calls that can be accepted in one station is fixed
and is used within a CAC scheme. In other words,
just to make an example, if the bandwidth portion
dedicated to guaranteed calls in one station is
1280 kbit/s and each CBR call has a bit rate of
128 kbit/s, it means that the station can accept 10
CBR calls at most. This rule is applied by the
CAC that decides if CBR calls can be admitted in
the station or not. The other bandwidth portion is
dedicated to TCP/IP traffic, which is the main focus
of the paper.

TCP/IP traffic may be divided into TCP and
UDP flows. Their behaviour is very different con-
cerning congestion countermeasures. UDP behav-
iour is independent of what happens in the
network. TCP reduces its rate if congestion is
detected. Many traffic models and resource alloca-
tion schemes do not consider the different reaction
to congestion and do not distinguish between TCP
and UDP traffic. They model Internet flows as a
mere superposition of TCP/UDP sources. The
assumption is correct if the number of flows is so
large as to be assumed infinite but, in real condi-
tions, the differentiation between TCP and UDP
traffic in the bandwidth control scheme is a way to
save bandwidth and to have it available in case of
need (i.e., for a faded station).

The paper takes its origin from a bandwidth allo-
cation scheme, called CAP-ABASC [2] and identi-
fied as CAP-1 in the following, where the TCP
and UDP flows are not differentiated for bandwidth
allocation and proposes a scheme, called E-CAP-
ABASC (Extended-CAP-ABASC), where TCP and
UDP are distinguished through two different packet
loss probability models appearing in the cost func-
tion that determines bandwidth allocation.

Fading is modelled by assigning a probability of
channel degradation to each satellite link, along
with a weighting coefficient to ‘‘measure’’ the degra-
dation itself. The degradation is seen as a bandwidth
reduction. Technically it may be due to the use of
fading compensation techniques such as Forward
Error Correction (FEC) schemes.

The paper includes a detailed performance evalu-
ation section that allows investigating the main
characteristics of E-CAP-ABASC by varying traffic
and channel conditions.

The paper is structured as follows: Section 2 con-
tains the description of the network topology, of the
channel model and of the general structure of the
allocation scheme. Section 3 describes the system
architecture and the features of E-CAP-ABASC.
Section 4 shows the performance evaluation and
Section 5 lists the conclusions.

2. Bandwidth allocation methodology

2.1. Network topology

The GEO satellite network considered is com-
posed of I earth stations connected through a mesh
topology. One of them (or, the satellite) is the ‘‘mas-
ter’’ and controls the bandwidth assignment to the
single stations which gather traffic from the users.
The study is not linked to a particular bandwidth
choice but Ka-band (20–30 GHz) may be the tech-
nological reference because here the effect of fading
is particularly important.

2.2. The channel model

The fading effect is modelled as bandwidth reduc-
tion. Mathematically, this means that the nominal
bandwidth C(i) (assigned to a station i) is reduced
by using a factor b(i) as in (1). b(i) is a stochastic
parameter uniformly distributed in the real interval
[0, 1]

CðiÞreal ¼ bðiÞ � CðiÞ: ð1Þ

A specific value b(i) corresponds to a fading
level measured at the ith station. Each fading level
happens with probability pðiÞf . Even if describing
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Fig. 1. Bandwidth allocation scheme.
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the fading as bandwidth reduction seems to be
rather intuitive, a technical interpretation of the fac-
tor b(i) may be the presence of a FEC (Forward Er-
ror Correction) scheme which extends the bits
dedicated to the FEC when the Bit Error Ratio
(BER) increases and, in consequence, reduces the
portion of the frames dedicated to the transport of
information. Considering fading as bandwidth
reduction allows making an important assumption:
in satellite environments, the link corruption due to
noise is regular and the packet loss is due mainly to
it; nevertheless, associating link corruption with the
bandwidth decrease allows considering each loss as
a congestion event. For example, if FEC bits to
counteract fading are increased, the errors due to
link that experience fading may be neglected but,
at the same time, the available bandwidth for infor-
mation is reduced. This creates possible bottlenecks
and consequent losses. In this view, this paper
explicitly assumes that all packet losses are due to
congestion. The assumption is not too restrictive,
within the described framework, and seems a rea-
sonable approximation of the satellite channel
behaviour, at least concerning the bandwidth con-
trol algorithms.
2.3. Structure of the bandwidth allocation scheme

The general structure of the bandwidth allocation
scheme has been introduced in [2]. It is reported in
Fig. 1. It is composed of a higher layer called Cen-
tralized Bandwidth Allocator (CBA) that distributes
the bandwidth capacity among the earth stations
identified by the index i and of a lower layer, called
Local Controller (LC), which splits the capacity allo-
cated to each station into two contributions: CðiÞCBR,
assigned to the guaranteed traffic (modelled through
Constant Bit Rate (CBR) calls), and CðiÞbe , assigned to
the non-guaranteed TCP-UDP traffic (best-effort
Internet flows). Each earth station solves a local
optimization problem to share the assigned capacity.
It finds a threshold CðiÞmin, which is the minimum
bandwidth that must assigned to the ith station to
guarantee a specific QoS level in terms of call block-
ing probability. The QoS level is modelled by a fixed
threshold c(i) (related to the ith station), which upper
bounds the call blocking probability.

CðiÞmin ¼ arg minX ðiÞ X ðiÞ 2R : P ðiÞB

X ðiÞ

RðiÞCBR

$ % !
6 cðiÞ

( )
;

0< X ðiÞ 6 Ctot: ð2Þ
Ctot is the overall channel bandwidth. RðiÞCBR is the bit
rate at which CBR sources at station i emit data. It
is considered the same for all calls. The Call Admis-
sion Control for each station, which determines the
access of guaranteed traffic, is modelled by an M/
M/m/m queuing system whose blocking probability
is given by the Erlang B formula. In practice, the
call blocking probability of the ith station is given
by (3) as a function of the maximum number of
available servers xðiÞmax:

P BðxðiÞmaxÞ ¼
1

xðiÞmax!

kðiÞ

lðiÞ

� �xðiÞmax

PxðiÞmax
j¼0

1
j!

kðiÞ

lðiÞ

� �j : ð3Þ

k(i) and l(i) are, respectively, the call arrival rate and
the service rate, both of them exponentially
distributed.

Solving (2) by setting xðiÞmax ¼ X ðiÞ

RðiÞ
CBR

� �
, the maxi-

mum number of calls; KðiÞmax, that can be served with
CðiÞmin is obtained

KðiÞmax ¼
CðiÞmin

RðiÞCBR

$ %
: ð4Þ

CðiÞmin is not only the minimum bandwidth necessary
to satisfy the guaranteed call QoS threshold but,
having fixed KðiÞmax, is also the maximum bandwidth
that CBR traffic can use at the station i. In other
words, the maximum bandwidth bC ðiÞCBR that CBR
traffic can get at station i is
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bC ðiÞCBR ¼
CðiÞmin if CðiÞ > CðiÞmin;

CðiÞ if CðiÞ 6 CðiÞmin:

(
ð5Þ

As a consequence, the maximum number of CBR
calls that can access station i is

bK ðiÞmaxðCðiÞÞ ¼
bC ðiÞCBR

RðiÞCBR

$ %
: ð6Þ

CBR traffic does not necessarily take the maximum
bandwidth bC ðiÞCBR: let kðiÞðtÞ 6 bK ðiÞmax be the number of
CBR calls in progress at time t, at station i. k(i)(t) is
also the number of busy servers at time t following
the model in (3). The bandwidth of CBR traffic at

time t is: CðiÞCBRðtÞ ¼ RðiÞCBR � kðiÞðtÞ. The residual

capacity ðCðiÞbeðtÞ ¼ CðiÞ � CðiÞCBRðtÞÞ is available for
Internet traffic at the ith station and time t. This is
the bandwidth that E-CAP-ABASC will use. The
rationale of the bandwidth allocation algorithm is:
assure the QoS-guaranteed traffic and, at the same
time, help the non-guaranteed traffic to receive the
best possible service.

With F being the maximum number of fading
levels and pðiÞf the associated probability of the fth
fading value at station i, the Centralized Bandwidth
Allocator (CBA) assigns the bandwidth portions to
the earth stations by minimizing the cost function
JCAP (Æ), defined as

JCAPðX ð1Þ; . . . ;X ðIÞÞ ¼
XI

i¼1

XF

f¼1

pðiÞf J ðiÞCAPðb
ðiÞ
f X ðiÞÞ; ð7Þ

where

J ðiÞCAPðX ðiÞÞ ¼ P ðiÞlossðX ðiÞ; bK ðiÞmaxðX ðiÞÞÞ þ F ðiÞCAPðX ðiÞÞ:
ð8Þ

P ðiÞloss, written as a function of the bandwidth X(i) and
of the maximum number of acceptable CBR calls, is
the average packet loss probability of the non-guar-
anteed traffic at the station i. The closed-form
expression of P ðiÞloss has a great impact on the band-
width allocation concerning the non-guaranteed
traffic and, in consequence, on the service the alloca-
tion system can offer to the best-effort flows. A dif-
ferent way to write P ðiÞloss differentiates E-CAP-
ABASC from CAP-ABASC, as will be clear in the
next section.

F ðiÞCAPð�Þ is a penalty function to guarantee the call
block probability constraint

F ðiÞCAPðX ðiÞÞ ¼
0 if P ðiÞB ðbK ðiÞmaxðX ðiÞÞÞ 6 cðiÞ;

H if �P ðiÞB ðbK ðiÞmaxðX ðiÞÞÞ > cðiÞ:

(
ð9Þ
H is a very large constant, and P ðiÞB is the call block-
ing probability averaged over the fading levels

P ðiÞB ðbK ðiÞmaxðX ðiÞÞÞ ¼
XF

f¼1

pðiÞf � P
ðiÞ
B ðbK ðiÞmaxðX ðiÞÞÞ: ð10Þ

The solution of the minimization problem is

if Ctot P
XI

i¼1

CðiÞmin ) fCð1Þ; . . . ;CðIÞg

¼ arg min
X ð1Þ;...;X ðIÞ

fJ CAPðX ð1Þ; . . . ;X ðIÞÞg; ð11Þ

if Ctot <
XI

i¼1

CðiÞmin ) CðiÞ ¼ CtotPI
i¼1CðiÞmin

� CðiÞmin: ð12Þ
3. Bandwidth allocation algorithms and traffic source

models

As said, the P ðiÞloss expression that appears in (8)
actually characterizes the allocation algorithm.
Three algorithms are compared in this paper: the
first one has been introduced in [2]. The algorithm,
called originally CAP-ABASC, is referenced as
CAP-1 in the following. P ðiÞloss is computed without
performing any distinction between TCP and
UDP, whose flows are conveyed towards the same
buffer.

The second proposal is called CAP-2. It is the
first step towards the differentiation of the TCP
and UDP flows, which are conveyed to two dedi-
cated buffers. The closed-form expression for P ðiÞloss

is not different for the two buffers. The distinction
is only physical but it helps introduce the third pro-
posal, the algorithm called E-CAP-ABASC. E-
CAP-ABASC conveys traffic toward two separate
buffers, as in CAP-2, and computes P ðiÞloss making
use of two different expressions of the packet loss
probability: one for TCP flows and one for UDP
flows.

3.1. CAP-1

Best-effort traffic is considered as a single compo-
nent. The overall allocation architecture is shown in
Fig. 2.

The quantity P ðiÞloss is computed via the Y/D/Cs/Q
model proposed in [3]. The rationale of the applica-
tion of this model is that the packet-based traffic has
statistical characteristics similar to self-similar pro-
cesses. The self-similar nature of Ethernet traffic
has been analyzed in [4]; the same concepts are
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Fig. 2. Bandwidth allocator for CAP-ABASC (CAP-1).
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extended to TCP over WANs in [5] not including
TCP congestion control algorithms and to Variable

Bit Rate (VBR) video sources, typically UDP based.
The sources are supposed independent and mod-

elled by an ON–OFF Markov chain. The traffic is
generated with constant packet rate only during
ON periods, whose lengths are Pareto-distributed
with average s. Any distribution may be assumed
for the length of OFF periods because an infinite
number of sources (i.e., an infinite number of OFF
periods) is assumed to get the closed-form solution
of P ðiÞloss.

The analytical approximation of the packet loss
probability for station i is reported in (13).

P ðiÞloss ¼

min cðiÞ�kðiÞs

aðiÞðaðiÞ�1ÞðCðiÞs �kðiÞs sðiÞÞ
ðQðiÞÞ1�aðiÞ

; 1
n o

if CðiÞs > kðiÞs sðiÞ;

1

otherwise:

8>>>>><>>>>>:
ð13Þ

CðiÞs is the number of servers busy in the Y/D/Cs/Q
system and Q(i) is the length (measured in packets
of 1500 bytes) of the IP buffer dedicated to best-
effort sources. Q(i) is assumed to tend to infinite.
a(i)is the Pareto parameter (1 < a(i) < 2), c(i) is a
normalization constant and kðiÞs ¼ kðiÞasy � T is the arri-
val rate of sources’ supposed i.i.d. Poissonian. T is
the source packetization time and kðiÞasy the average
number of packets generated by the Internet sources
in a second. It is important to specify the relation
between CðiÞs and the available transmission band-
width for this kind of source: if the peak bandwidth
for each Internet source is Bp and the average value
of packets length is L (both supposed fixed) then T

is defined as L
Bp

and

CðiÞs ¼
CðiÞbe

L
T ¼ CðiÞbe

L
� L
Bp
¼ CðiÞbe

Bp
: ð14Þ

It is worth noting that the P ðiÞloss expression (and, in
consequence, the cost function (8) and the overall
allocation strategy) is insensitive to best-effort traffic
load variation (e.g., to the number of active Internet
sources). It is obvious because the number of
sources is supposed infinite. As already said, it also
ignores the different characteristics of the UDP and
TCP traffic.
3.2. CAP-2

CAP-2 introduces, as previously said, a physical
separation of the buffers respectively dedicated to
the UDP and TCP flows. The system architecture
is shown in Fig. 3. One best-effort packet is consid-
ered lost if at least one of following events is true:
(1) one UDP packet is lost; (2) one TCP packet is
lost; (3) one UDP and one TCP packet are lost
simultaneously. Being P ðiÞlossTCP

and P ðiÞlossUDP
, respec-

tively, the probability to lose one TCP and one
UDP packet, at the station i, and supposing UDP
and TCP losses to be independent events, the prob-
ability P ðiÞloss to lose a best-effort packet at station i is:

P ðiÞloss ¼ P ðiÞlossTCP
þ P ðiÞlossUDP

� P ðiÞlossTCP
� P ðiÞlossUDP

: ð15Þ

CAP-2 still uses (13) to model both P ðiÞlossTCP
and

P ðiÞlossUDP
, but it allows assigning a different portion

of bandwidth to the two buffers.
It provides a service capacity proportional to the

number of active sources. M(i) being the number of
UDP sources and N(i) the number of the TCP
sources at the station i, the bandwidth allocated to
the UDP and TCP traffic flows is, respectively

CðiÞUDP ¼
M ðiÞ

N ðiÞ þM ðiÞ � C
ðiÞ
be ¼ qðiÞM CðiÞbe

where qðiÞM ¼
M ðiÞ

N ðiÞ þM ðiÞ ; ð16Þ
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CðiÞTCP ¼
N ðiÞ

N ðiÞ þM ðiÞ � C
ðiÞ
be ¼ qðiÞN CðiÞbe

where qðiÞN ¼
N ðiÞ

N ðiÞ þM ðiÞ : ð17Þ
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TCP Sources
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Fig. 4. TCP sources buffer model at station i.
Given the P ðiÞloss formula (13) and Eq. (14)

CðiÞs ¼
CðiÞ

be

L T ¼ CðiÞ
be

L � L
Bp
¼ CðiÞ

be

Bp

� �
, setting the value of

CðiÞbe in (14) to the two values defined in (16), valid
for UDP, and (17), valid for TCP, two different val-
ues for CðiÞs are obtained: one for UDP and one for
TCP. Using separately these two CðiÞs values in (13),
two different P ðiÞloss values result, one for UDP and
one for TCP. The traffic parameters used in (13), are

– UDP: packet arrival rate kðiÞasy ¼ kðiÞasyUDP
[burst/s];

UDP buffer size QðiÞ ¼ QðiÞUDP [packets of
1500 bytes]; Pareto parameter aðiÞ ¼ aðiÞUDP. The
number of busy servers for UDP is

CðiÞs ¼ CðiÞsUDP
¼ CðiÞUDP

L
T ¼ CðiÞUDP

L
� L
BpUDP

¼ qðiÞM CðiÞbe

BpUDP

:

ð18Þ
– TCP: packet arrival rate kðiÞasy ¼ kðiÞasyTCP
[burst/s],

UDP buffer size QðiÞ ¼ QðiÞTCP [packets of
1500 bytes]; Pareto parameter aðiÞ ¼ aðiÞTCP. The
number of busy servers for TCP is

CðiÞs ¼ CðiÞsTCP
¼ CðiÞTCP

L
T ¼ CðiÞTCP

L
� L
BpTCP

¼ qðiÞN CðiÞbe

BpTCP

ð19Þ

Also in this case the peak bandwidth of the UDP
and TCP sources and the average value of the IP
packet length are supposed constant.

3.3. E-CAP-ABASC

E-CAP-ABASC (shortened to E-CAP in the per-
formance evaluation section) is aimed at exploiting
the features of the expression (15), which models
the packet loss probability of a best-effort packet
at the station i, as in E-CAP.

The TCP and UDP flows are separated into two
different buffers as in CAP-2. The control architec-
ture shown in Fig. 3 is still valid.

The clue is using two different closed-form solu-
tions for P ðiÞlossTCP

and P ðiÞlossUDP
. The latter is modelled

again through (13), by setting the parameters exactly
as in CAP-2. P ðiÞlossTCP

is modelled by considering the
scenario shown in Fig. 4 for a single station i.

The following definitions are required. T ðiÞn is the
Round Trip Time (RTT) at the TCP layer for the
nth connection at the station i. It is supposed con-
stant for each packet of the nth connection and it
is measured in seconds.
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W ðiÞ
pipe is the maximum volume of information that

can be transmitted to the system composed of a

channel server of capacity CðiÞTCP and of IP buffer size

QðiÞTCP. W ðiÞ
pipe and QðiÞTCP are measured in packets (of

length L = 1500 bytes); CðiÞTCP in [bps].

Defining CðiÞTCP;n and QðiÞTCP;n, which are constant
over time, respectively, the maximum portion of
the capacity CðiÞTCP and of the buffer QðiÞTCP, ‘‘seen’’
by the nth connection, and W ðiÞ

pipe;n, the maximum
volume of information that can be transmitted to
the system by the nth connection, it is true that:

W ðiÞ
pipe ¼

XN

j¼1

W ðiÞ
pipe;j ¼

XN

j¼1

CðiÞTCP;j

L
� T ðiÞj þ QðiÞTCP;j

 !
;

ð20Þ

where N(i) is the number of active TCP sources of
the station i and, as previously defined, L is the fixed
packet length.

The satellite being geostationary, the round trip
time may be supposed fixed and equal for all the
sources and stations. Mathematically

T ðiÞj ¼ T ðiÞn ¼ RTT 8j; n 2 ½1;N ðiÞ� 8i 2 ½1; I �: ð21Þ

Together with the hypothesis of synchronization [6],
this results in the fairness condition. Remembering

that
PN ðiÞ

j¼1QðiÞTCP;j ¼ QðiÞTCP and
PN ðiÞ

j¼1

CðiÞ
TCP;j

L ¼ CðiÞ
TCP

L , from
Eq. (20), it is true that

W ðiÞ
pipe ¼ RTT � C

ðiÞ
TCP

L
þ QðiÞTCP: ð22Þ

Taking TCP Reno as a reference and referring only
to the congestion avoidance phase (steady state
behaviour), the dimension of the congestion win-
dow W ðiÞ

n of a generic source n varies between a min-
imum and a maximum value as introduced in [7]
(TCP-Reno, simplified model). The congestion win-
dow W ðiÞ

n size grows to saturate the channel; if a
packet is lost, the window decreases its maximum
size in dependence of the factor m(i) [8] that varies
between 0 and 1 (typically mðiÞ ¼ 1

2
, as indicated in

[8]). The packet loss probability pðiÞn of the nth
TCP connection at the station i, the parameters
fixed as defined above, is given in (23). bn is the
number of packets covered by one acknowledge-
ment for the nth connection. The detailed computa-
tions needed to find it may be found in Ref. [9],
where the packet loss probability (23) was originally
proposed
pðiÞn ¼
32ðN ðiÞÞ2

3 � bn � ðmðiÞ þ 1Þ2 � CðiÞ
TCP

L � RTT þ QðiÞTCP

� �2

¼ 128

27
� ðN ðiÞÞ2

bn �
qðiÞN CðiÞ

be

L � RTT þ QðiÞTCP

� �2
:

ð23Þ

If bn = b, for all n, as assumed in the reminder of
this work, the packet loss probability in (23) is inde-
pendent of the index n (i.e., it is the same for each
single source of the ith earth station) and corre-
sponds to the entire TCP aggregate at station i. It
means

P ðiÞlossTCP
¼ 128

27
� ðN ðiÞÞ2

b � qðiÞN CðiÞ
be

L � RTT þ QðiÞTCP

� �2
: ð24Þ

Summarizing, in E-CAP-ABASC: the packet loss
probability P ðiÞloss used in the cost function is com-
puted from (15), making use of (13) and (24), for
the UDP and TCP traffic, respectively. Bandwidth
sharing between TCP and UDP is performed by
using (16) and (17).

4. Performance comparison

The aim of this evaluation is to compare the per-
formance of the E-CAP-ABASC allocation (called
E-CAP in the reminder of the paper) in terms of
packet loss probability and bandwidth allocation
with CAP-1 and CAP-2. To reach this goal, the allo-
cation strategies have been implemented in C++
language. The minimization algorithm used to solve
the allocation problems is based on a dynamic pro-
gramming procedure [10]. The performance evalua-
tion is carried out by varying traffic and fading
conditions.

The packet loss probability values shown in the
results are computed analytically through the strat-
egies presented in the previous section for the differ-
ent schemes (CAP-1, CAP-2 and E-CAP).

4.1. Deterministic fading level with balanced

best-effort traffic

The first analysis is based on the variation of the
fading levels b(i). As introduced in Section 2.2, the
fading effect is modelled as a bandwidth reduction
introduced by the factors b(i), whose technical inter-



Table 1
Fading Class and related b level for the station 3

Fading class C/N0 [dB] b

1 >77.13 1
2 74.63–77.13 0.8333
3 72.63–74.63 0.625
4 69.63–72.63 0.3125
5 66.63–69.63 0.15625
6 <66.63 –
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pretation may be the presence of a FEC scheme
which extends the number of bits dedicated to
FEC when the Bit Error Ratio (BER) increases
and, as a consequence, reduces the bandwidth used
for the transport of information. The fading state of
the channel (the signal to noise ratio) and the possi-
ble FEC assignation to counteract fading are associ-
ated here. The procedure is taken from [11] and also
reported in Table 1. Four earth stations have been
considered: stations 0, 1 and 2 are in clear sky con-
ditions (b(i) = 1, i = 0,1,2). The fading level of sta-
tion 3 varies deterministically by following the
values in Table 1. Each of them is supposed fixed
in each performed test. The following parameters
for each single station i have been used:

CBR: k(i) = 0.006 [calls/s]; 1
lðiÞ
¼ 600 [s];

RðiÞCBR ¼ 128 [Kbps]; threshold c(i) = 0.05.
UDP: kðiÞasyUDP

¼ 10 [burst/s]; QðiÞUDP ¼ 8000 [pack-
ets]; aðiÞUDP ¼ 1:5; packet length L = 1500 [bytes];
peak rate BpUDP

¼ 64 [Kbps]; and variable num-
ber M(i) of UDP sources.
TCP: variable number N(i) of TCP sources;
RTT = 520 [ms]; the UDP buffer set to 8000
[packets]; also the TCP buffer has been set to
the same length: QðiÞTCP ¼ 8000 [packets]. Concern-
ing CAP-2: it uses two buffers, one for TCP and
one for UDP, both using formula (13), as in Sec-
tion 3.2. The traffic parameters used in (13) are
also specified in Section 3.2: the number of busy
servers is specified in (18) CðiÞs ¼ CðiÞsUDP

¼
�

CðiÞ
UDP

L T ¼ CðiÞ
UDP

L � L
BpUDP

¼ qðiÞM CðiÞ
be

BpUDP

�
for UDP and in

(19) CðiÞs ¼ CðiÞsTCP
¼ CðiÞ

TCP

L T ¼ CðiÞ
TCP

L � L
BpTCP

¼ qðiÞN CðiÞ
be

BpTCP

� �
for TCP. So, in the CAP-2 cases, a similar load
for UDP and TCP buffers may be obtained by
setting the TCP parameters as follows:
kðiÞasyTCP

¼ 10 [burst/s]; aðiÞTCP ¼ 1:5; packet length
L = 1500[bytes]; peak rateBpTCP

¼ 64 [Kbps].

To make a fair comparison among the algo-
rithms, the single buffer parameters dedicated to
the best-effort traffic in CAP-1 are set to QðiÞ ¼
QðiÞUDP þ QðiÞTCP ¼ 16000 [packets] and kðiÞasy ¼ kðiÞasyUDP

þ
kðiÞasyTCP

¼ 20 [burst/s]. These values are twice the
corresponding parameters used in the CAP-2 and
E-CAP cases. The parameter choices are directly
imposed by the requirements of the model applied
for UDP, where the buffer dimension is supposed
infinite. The overall number of best-effort active
sources is 100 for each station (M(i) + N(i) = 100),
in all cases. The comparison is performed with a
fixed percentage of TCP and UDP traffic loading
the system ðqðiÞM ¼ 0:5; qðiÞN ¼ 0:5Þ.

The overall bandwidth available Ctot is set to 8
[Mbps]. The call blocking probability constraint
for the CBR traffic is set to c(i) = 0.05 "i. Fig. 5a
shows the assigned bandwidth to stations 0, 1 and
2. The bandwidth is the same for all stations in clear
sky. Fig. 5b shows the related packet loss probabil-
ity. Considering station 3 (Figs. 6a and b for allo-
cated bandwidth and packet loss probability,
respectively), the allocated bandwidth is larger than
the one given to the other stations except for the
clear sky case where the allocator provides exactly
the same capacity to all the stations. This is due,
obviously, to the different fading conditions.
Increasing the bandwidth as a reaction to fading is
due to the nature of the fading model: the band-
width reduction factor (Eq. (1)) appears in the
denominator of both the packet loss probability
models (13) and (23). Decreasing the b(i) value
implies larger amount of allocated bandwidth to
reduce the overall packet loss probability, so com-
pensating the effect of fading.

It is worth noting that all the allocation schemes
(CAP-1, CAP-2 and E-CAP) have the same behav-
iour in terms of allocated bandwidth. The difference
in the packet loss probability is due to the different
analytical formulae to compute it: Eq. (13) for CAP-
1, Eqs. (13) and (15) for CAP-2 and the combina-
tion of Eqs. (13), (15) and (24) for E-CAP.

The indication of the results, for now, is the sen-
sitivity to the fading variations obtained by all
schemes. If a station is corrupted by fading, it
receives a larger quantity of capacity at a cost to
the others to counteract and mitigate the fading
effect.

It is worth noting that the packet loss probability
performance of CAP-1 is better than the one of
CAP-2. The reason is related to the traffic model
used for both the UDP and the TCP traffic in
CAP-2. The packet loss probability defined for the
Y/D/Cs/Q model is a non-linear function with
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respect to buffer size Q(i), kðiÞasy and allocated band-
width. It implies an increase of the packet loss
probability when the bandwidth is split in two
portions (obtained through the same model as in
CAP-2).

In other words: the combination of the packet
loss probability expressed in formula (13) obtained
by using Eq. (15) gives a higher overall packet loss
probability ðP ðiÞlossÞ if a portion of the assigned band-
width (50%, in this case, because qðiÞM ¼ qðiÞN ¼ 0:5 8i)
is provided to each component of Eq. (15). The
effect disappears for E-CAP where TCP and UDP
use different packet loss probability models. Actu-
ally E-CAP performance practically overlaps
CAP-1 performance in Figs. 5 and 6, where there
is no change in the traffic load.

A numerical example directly taken from the
results of Fig. 6 may help better understanding:
when b(3) = 0.625 the assigned bandwidth to the sta-
tion 3 is 2688 [Kbps]: the packet loss probability
value for CAP-1 (given by Eq. (13)) is 0.003658.
The same value for CAP-2 comes from three
components of Eq. (15): P ðiÞlossTCP
¼ P ðiÞlossUDP

¼ 0:003651,
which are equal because both are modelled by Eq.

(13), and P ðiÞlossUDP
� P ðiÞlossTCP

¼ 0:000013329. The over-
all value is 0.007302. Also for E-CAP P ðiÞloss comes
from the three components of Eq. (15): P ðiÞlossTCP

¼
0:0001917, P ðiÞlossUDP

¼ 0:003651, which are distin-

guished, and P ðiÞlossUDP
� P ðiÞlossTCP

¼ 0:7 � 10�6. The over-

all value is 0.003842. In E-CAP the contribution
due to the TCP flow is smaller than the contribution
of UDP, because it considers, through the model in
Eq. (24), the effect of the congestion control.
4.2. Unbalanced best-effort traffic

The numerical values previously fixed are unvar-
ied. Only the percentage of UDP and TCP traffic
changes. The overall number of active sources is
always 100 but qðiÞM and qðiÞN vary for station 3. The
percentage of TCP active sources for station 3 is
indicated as 100 � qð3ÞN in Figs. 7–12. The percentage
of UDP sources obviously is qð3ÞM ¼ 100 � ð1� qð3ÞN Þ.
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Fig. 7. Allocated bandwidth and Packet Loss Probability of Stations 0, 1, 2 with variable traffic percentage and b = 0.15625.
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Fig. 8. Allocated bandwidth and Packet Loss Probability of Station 3 with variable traffic percentage and b = 0.15625.
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Fig. 10. Allocated bandwidth and Packet Loss Probability of Station 3 with variable traffic percentage and b = 1.
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Fig. 11. Allocated bandwidth and Packet Loss Probability of Stations 0, 1, 2 with variable traffic percentage and b stochastic.
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Fig. 12. Allocated bandwidth and Packet Loss Probability of Station 3 with variable traffic percentage and b stochastic.
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Figs. 7a and b show, respectively, the comparison
among allocation strategies and packet loss proba-
bilities for CAP-1, CAP-2 and E-CAP, for stations
0, 1 and 2, by varying qð3ÞN , b(3) = 0.15625.

The CAP-1 scheme behaviour is completely inde-
pendent of the traffic percentage variation. Allo-
cated bandwidth and packet loss probability
modelled through Eq. (13) are constant. Actually,
in real contexts, a variation of the traffic load in sta-
tion 3 should modify the bandwidth allocation
behaviour because, when qð3ÞN increases, the number
of the traffic sources that use the TCP congestion
control increases. This means that the load of sta-
tion 3 changes as well as the bandwidth used. If
there is a reduction in the bandwidth use at station
3, the residual resources may be used by the other
stations. This does not happen for the allocation
in CAP-1 because the used traffic model does not
consider the real offered load to the buffer, but sup-
poses it to be infinite. This assumption is needed to
reach the asymptotic self-similar behaviour of the
model [3] but if it is applied within the cost function
of the shown bandwidth allocation, it implies ignor-
ing the real traffic load offered to a station giving
origin to the load-insensitive behaviour shown in
Fig. 7.

If CAP-2 is considered, the allocated bandwidth,
as well as the packet loss probability, has a symmet-
ric behaviour with respect to the completely bal-
anced case ðqð3ÞM ¼ 0:5; qð3ÞN ¼ 0:5Þ. The symmetric
behaviour is due both to the concept of buffer sepa-
ration (i.e., to the fact of having two separate buf-
fers) and to the use of the same packet loss model
for the TCP and UDP traffic. In other words: there
are two separate buffers but the same packet loss
model is used for them. This makes the two buffers
undistinguishable and creates the symmetric behav-
iour mentioned above. In practice the cost function
used for CAP-2 does not distinguish the situation
qðiÞN ¼ 0:1 and qðiÞM ¼ 0:9 from the case qðiÞN ¼ 0:9
and qðiÞM ¼ 0:1 (as well as the other symmetric situa-
tions) because the obtained overall cost function
values are the same. As clear in Fig. 7a, CAP-2
assigns a large quantity of bandwidth to stations
0, 1, and 2 and heavily penalizes the station experi-
encing fading (Figs. 8a and b) without getting a sig-
nificant performance improvement for the packet
loss probability of the stations which do not experi-
ence any fading (Fig. 7b).

E-CAP, through the use of an explicit analytical
model for the TCP sources, exploits the bandwidth
reduction due to the TCP congestion control and
provides good performance. For large qð3ÞN values
(70%, 80% and 90% of TCP traffic, in Figs. 7 and
8) the bandwidth portion dedicated to the UDP traf-
fic is very low. The component of the E-CAP cost
function due to UDP tends to 1 and, consequently,
also the overall packet loss probability (Eq. (15)).
The hypothesis of infinite active sources made for
(13), together with the assignation of small band-
width portions (i.e., small CðiÞbe and, in consequence,

small CðiÞs ¼
CðiÞ

be

L T ¼ CðiÞ
be

L � L
Bp
¼ CðiÞ

be

Bp
), makes the overall

packet loss probability value very high. The overall
packet loss probability is computed as in Eq. (15)
ðP ðiÞloss ¼ P ðiÞlossTCP

þ P ðiÞlossUDP
� P ðiÞlossTCP

� P ðiÞlossUDP
Þ, which

use formula (13) to compute the UDP packet loss.
The UDP packet loss being very high for the reason
explained above (hypothesis of infinite active sources
made for (13), together with the assignation of small
bandwidth portions), the overall packet loss in (15)
is very high. The behaviour is identical for CAP-2,
but, in this case, it also happens for small qð3ÞN

because the two cases cannot be differentiated from
the opposite symmetric case (80% and 90% of TCP
traffic), already discussed. This is not true for E-
CAP that uses formula (24) to compute the TCP
packet loss. The overall packet loss probability value
is structured into the UDP component, which has
the mentioned sensitivity to low bandwidth alloca-
tions, and the TCP component, which, considering
the TCP rate reduction due to losses, is much less
sensitive to small bandwidth allocations. Numeri-
cally, when qð3ÞN is small, the UDP component
receives a large bandwidth portion and provides lim-
ited values; the TCP component, even if it receives
small bandwidth allocations, provides a limited
value because of the reasons explained above. Simi-
lar comments may be reported for Figs. 9 and 10,
which show the same quantities as in Figs. 7 and 8
but with b(3) = 1. The behaviour, in this case,
depends only on the traffic percentage in the station
3 because all stations are in clear sky. The mentioned
behaviour due to heavily unbalanced qð3ÞN and qð3ÞM is
even more evident for CAP-2 than in the previ-
ous case because of the very small packet loss prob-
ability values of the clear sky case. Actually the
packet loss probability when qð3ÞN ¼ 0:1 and
qð3ÞM ¼ 0:9 is 0.052. This does not appear in Fig. 9b
for a scale factor.

In short, the performance determining factors are
the fading level at a given station and the bandwidth
offered to the TCP and to UDP buffer (whose model
is more sensitive to small capacity values).
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4.3. Stochastic fading level with unbalanced best-

effort traffic

All possible fading values (Table 1) are considered
and each of them has a statistical characterization.
The allocation is performed by minimizing the
packet loss probability averaged over all possible
fading levels. The framework presented in this sec-
tion is ideal to test the algorithms for possible use
in network planning, where the fading value may
be only forecast with a given probability. Again
the TCP traffic percentage is varied while the other
parameters are unchanged. The results are reported
in Figs. 11 and 12. All considerations are still appli-
cable but E-CAP deserves one more comment. It
always assures the lowest packet loss value for the
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station in clear sky and for the faded station up to
a TCP traffic percentage below 50%. When
qð3ÞN P 0:6, small allocations to the UDP traffic affect
the overall performance as extensively explained
above. Actually the UDP traffic is not controlled
at all. A possible idea for future work may be band-
width adaptation for UDP traffic sources.

The role of the number of TCP and UDP sources
may be better seen from the results of the next
subsection.

4.4. Effects of a variable number of UDP sources

Keeping the other parameters unchanged, the
number of TCP sources for station 3 is fixed to
N(3) = 50 and the number of UDP sources M(3) is
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variable from 10 to 100 in Figs. 13 and 14. For sta-
tions 0, 1 and 2 M(i) = N(i) = 50. The results are
aimed at evaluating the impact on the performance
of a strong variation of the UDP traffic with no var-
iation in the TCP sources. Again b(3) = 0.15625 and
b(i) = 1, if i = 0, 1 and 2.

The key to the analysis is the shape of qð3ÞN and
qð3ÞM over the number of sources. When the number
of UDP sources is variable, the behaviour of qð3ÞM

has the form of ‘‘function1’’ while qð3ÞN has the form
of ‘‘function2’’, both shown in Fig. 15. Figs. 13a
and b show the performance of the station with fad-
ing. When the number of UDP sources (M(3)) is
small, E-CAP does not allocate bandwidth to sta-
tion 3. This behaviour is due to the small quantity
of capacity provided to the UDP buffer: the values
assumed by qð3ÞM are very small as shown in Fig. 15
(‘‘function1’’) and the overall packet loss probabil-
ity of the station 3 tends to 1 because the values
of the UDP component in the cost function tend
to 1, as extensively explained before. When qð3ÞM

grows, qð3ÞN decreases (Fig. 15, ‘‘function2’’) and
the performance, in terms of packet loss probability,
tends to improve: more bandwidth to UDP buffer
reduces the component of the packet loss probabil-
ity due to the UDP traffic, while less bandwidth
given to the TCP buffer increases its packet loss
probability but the increase is not particularly
meaningful because of the self-regulatory nature of
TCP which is fully considered in the applied analyt-
ical model. In practice, the overall packet loss prob-
ability is globally decreasing with qð3ÞM . If CAP-2 is
considered, the behaviour is similar for small and
large values of qð3ÞM , having the same model for
UDP and TCP. When ‘‘function1’’ intersects ‘‘func-
tion2’’, the traffic load is balanced between TCP and
UDP. The performance of E-CAP and CAP-2 is the
same at the station 3. CAP-1 is totally insensitive to
the traffic variations. If the stations 0, 1 and 2 are
considered (Figs. 14a and b), the performance is
obviously complementary with respect to the case
described above for all methods considered. CAP-
2 has a packet loss probability peak where the allo-
cator assigns much bandwidth to station 3.

The same comments hold when fixing the UDP
sources and varying the number of TCP sources.

4.5. Saving bandwidth

A very important issue in the satellite resource
allocation context is surely saving bandwidth. This
is the capacity saved by using one allocation strat-
egy with respect to another, if a Quality of Service
(e.g., Packet Loss Probability, Delay, Delay Jitter)
requirement has been fixed. In other words, if a
‘‘degree’’ of Quality of Service is also requested
for Internet traffic, it is interesting to investigate
how much capacity Ctot is necessary to match it.
For each single station:

X ðiÞ P X ðiÞthr 8i 2 I ð25Þ

with

X ðiÞthr : P ðiÞlossðX
ðiÞ
thrÞ 6 thr 8i 2 I : ð26Þ

X ðiÞthr is the bandwidth needed at the station i with
respect to the fixed QoS requirement in terms of
packet loss probability for the UDP and TCP traffic.
X(i) is the bandwidth allocated to the ith station. This
analysis ‘‘opens the door’’ not only to the addition of
QoS requirements for Internet traffic but also to the
introduction of classes of service with different QoS

requirements. Internet traffic may be further differ-
entiated by using, for example, a specific buffer for
each traffic class. The minimum overall bandwidth
to satisfy the Internet traffic requirement is

Cthr ¼
XI

i¼0

X ðiÞthr: ð27Þ

Its value depends on the allocation scheme. It is
called ‘‘threshold bandwidth’’. Figs. 16a and b con-
tain a comparison of the threshold bandwidth to
get a packet loss probability for each station lower
than thr, a generic fixed threshold considered equal,
in this specific case, for all stations. The fading value
of the station 3 is set to 0.15625 in Fig. 16a and to 1
in Fig. 16b. Three cases have been considered by
changing the percentage of TCP and UDP traffic:
‘‘10% TCP 90% UDP’’, ‘‘50% TCP 50% UDP’’,
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Fig. 16. Threshold bandwidth to guarantee fixed Packet Loss Probability level for each Station, b = 0.15625 (a) and b = 1 (b).
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and ‘‘90% TCP 10% UDP’’. The other parameters of
the systems are the same as before. Only the
E-CAP and CAP-2 mechanisms have been consid-
ered. CAP-1 is not responsive to traffic variations and
does not differentiate between TCP and UDP.

Case ‘‘10% TCP 90% UDP’’: the bandwidth
needed by E-CAP to guarantee the packet loss
probability constraint is much lower than the band-
width needed by using CAP-2. The difference is
really relevant if the threshold considered is particu-
larly strict (thr = 10�3), both when the station 3
experiences fading (Fig. 16a) and in clear sky.
Case ‘‘50% TCP 50% UDP’’: the E-CAP advan-
tage is also clear even if it is reduced for the clear
sky case.

Case ‘‘90% TCP 10% UDP’’: the ‘‘10% TCP 90%
UDP’’ and ‘‘90% TCP 10% UDP’’ cases are the
same if CAP-2 is considered. The amount of
saved bandwidth which is guaranteed by E-CAP is
clear but more limited than in the previous case
because of the small capacity assigned to the UDP
buffer (10% of the global bandwidth), which affects
the computation of the overall packet loss
probability.
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To conclude: E-CAP is very efficient; it allows
obtaining a fixed performance by using less band-
width than the CAP-2 technique. The advantage is
due to the consideration of real TCP traffic source
rate adaptation.
5. Conclusions

The paper presents three bandwidth allocation
schemes for the satellite environment. One of them
(CAP-1) considers UDP and TCP traffic in undiffer-
entiated fashion. CAP-2 separates the two Internet
traffic types but uses the same traffic model. E-
CAP exploits traffic separation and applies a
different model to compute the TCP packet loss
probability. The performance evaluation contains
an extensive comparison of the three approaches.
The full distinction of TCP and UDP traffic gives
evident advantages in the bandwidth allocation
because it allows using the automatic source rate
reduction resulting from TCP congestion control.
The residual bandwidth is used by other sources in
different earth stations. E-CAP is particularly effi-
cient if the percentage of TCP traffic is below
50%. It adapts its behaviour to the fading condi-
tions and is suited also for network planning (e.g.,
when the fading level is not known ‘‘a priori’’). It
allows saving a significant amount of resources
when a minimum bandwidth is required to satisfy
QoS requests for the Internet traffic. This last fea-
ture allows forecasting a future application for VoIP
and IP differentiated services environments.
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