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Abstract

This paper presents an algorithm to predict the short-term
evolution of clouds formations with high rainfall probabil-
ity by using image sequencesJcoming from meteorological
satellites (Meteosat images).

The proposed algorithm is based on four steps: the first

step performs image processing procedures (thresholding and

relaxation, edge following, filtering) applied to an environ-
mental application; the second step is dedicated to the cor-
responding clouds problems in different umages while the
third deals with the complex problem of modelling the pa-
rameters defining the time evolution of a cloud formation
and investigates how parameters can be estimated. The last
step concerns the one or two steps forward prediction of the
motion of processed clouds.

The effectiveness of the algorithm is demonstrated hy
experniments on real image sequences coming from Meteosat
satellites,

1 INTRODUCTION

Image sequences coming from meteorological satellites are
a basic means for the study of weather evolution, in con-
Junction with other information sources, like meteorological
radars, as well as suitable models and statistical data. One
of the main problems in this field is represented by the huge
amount of raw data, from which the relevant information
should be extracted through image processing and analysis
procedures.

The framework of this work is the processing of seynences
of Meteosat images in order to extract information useful
in a decision support system. The goal of this latter is to
describe the evolution of various cloud formations in order to
foresee the rainfall probability in specific and limited areas
(1].

Specifically, an algorithm is presented to estimate the
evolution parameters of cloud formations characterized by
high rainfall probability in a Meteosat sequence. The input
to the procedure is represented by the regions of interest,
extracted in two or more consecutive images by weans of
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suitable processing steps applied to the infrared data.

The proposed technique consists of four steps. In the
first one specific image processing procedures are applied to
the original images in order to extract the regions of interest
in each image. Three different types of procedures are used:
a first, thresholding and relaxation procedure and an edge
follower are applied, then the obtained edges are filtered to
detect their relevant features, thus improving the robustness
of the following steps.

The second step deals with the correspondence problem
between regions of interest in different images. Due to the
low resolution of the Meteosat images, a texture based cor-
relation technique cannot be used. The correspondences are
therefore determined by minimizing a cost function taking
into account the distance among possible regions, as well as
their difference in area.

In the third step, the parameters defining the time evo-
lution of a cloud formation are estimated. Such parameters
are chosen to be those of a linear model, namely a trans-
lation vector, a rotation matrix and a deformation matrix.
They are estimated by means of an iterative procedure that
minimizes the not overlapping surfaces of two corres ponding
cloud formations.

The last step consists of using data obtained from a se-
quence of images to predict the evolution parameters, l.e.
the centre of mass coordinates and the deformation matrix,
which are used to compute the rainfall regions of the next
two images in the sequence. This task is performed by em-
ploying interpolating functions, written as a linear combi-
nation of orthogonal functions, whose parameters are com-
puted by solving a least squares problem.

The next Section describes the thresholding and relax-
ation procedures, and the clustering and filtering operations
on the available image. In Section 3 the strategy to ob-
tain the corresponding clouds in two consecutive images is
described, while the approach to estimate the motion pa-
rameters is shown in Section 4. Section 5 presents some
experimental results obtained from Meteosat imagery.

2 METEOSAT IMAGE PROCESSING

The first step of the image processing concerns thresholding
and relaxation.

The goal of this step is to extract the regions character-
ized by high rainfall probability from a sequence of Meteosat
unages in the infrared band.

According with Griffith and Woodiey heuristics, the re-
glons whose temperature is below a certain threshoid are



Figure 1: Meteosat infrared image of the 12th of June 1994,
3h am.

called clouds. In this way, the so called clouds are associ-
ated with a certain rain intensity. [2,3)

In order to improve the robustness of the thresholding
procedure, a technique, based on a relaxation method, has
been applied to obtain a binarized image from the original
grey scale IR image.

The relaxation is, basically, a stochastic process [4,5] that
allows to classify image pixels into two distinct classes (cloud
points and background) by taking into account not only the
pixel value but also the characteristics of the neighbouring
pixels. The aim of the procedure is to correct or to reduce
the inherent errors involved in classifying a point according
only to its properties.

Thus the final binarized image results from removing the
isolated cloud points surrounded by background points and
from filling the small background areas inside a large set of
cloud pojnts.

The implemented relaxation algorithm can be sketched
as follows.

® According to Griffith and Woodley law, a global thresh-
old is determined, let it be x.

e All pixels whose values are below x-d are classified as
cloud points, while the pixels whose values are ahove
x+d are classified as belonging to the background,
where d is a fixed number.

* All points, whose grey levels range in the [x-d, x+d]
interval, are assigned a probability of belonging to
a cloud or to the background; this probability is it-
eratively updated by means of coefficients computed
by using the joint probability derived from neighbonr
point properties.

* The iterative process stops when the point probabil-
ities change no more within a fixed range or sumply
after a predefined number of runs.

At the end of the relaxation, all pixels with probability
greater than 0.5 are classified as cloud points otherwise they
are added to the background.

Fig. 2 shows an example of the results obtained hy ap-
plying the relaxation procedure to the Meteosat image of
Fig. 1 (that is called, in the following, the reference image).

Cloud points identified by the relaxation procednre need
to be clustered into some connected regions (called clonds in
the following). The employed clustering technique is nite
simple. The binarized image is scanned from the npper left
corner to the lower right one uatil a cloud point is encoun-
tered. Obviously this cloud point belongs to a cluster horder

90

Figure 2: The reference image (Fig. 1), after thresholding
and relaxation filtering procedure.
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Figure 3: The image after the clustering procedure.

and it is used to initialize an edge follower, that operates ac-
cording to the Sobel scheme reported in [6).

When the follower stops, the external cluster border is
detected: the cluster is classified as a cloud if 90otherwise
the cluster is discarded. This case of bad cluster corresponds
to the situation of a cloud that presents "big holes” (that is
areas of background points) inside its surface.

It should be mentioned that experimental results have
shown that bad cluster cases occur with low probability,
once the relaxation has been performed.

The identified cluster is cancelled from the binarized im-
age and the raster scanning is restarted till all the remaining
clusters are extracted. -

The clustering result is shown in Fig.3, where each clus-
ter is represented by different grey levels.

The last operation of the image processing step is the
filtering, aimed at smoothing the contours (by means of low-
Dass operator) obtained during the clustering; in fact, a too
detailed information about the contours is not necessary for
our goal and it could introduce a high computational load.

The operation is performed for each cloud contour by
means of a simple monodimensional mask, sketched in Fig.
4, sliding along the boundary.

The important parameters for the low-pass filter are the
mask size and the central point weight. In order to get a
strong smoothing, the central point weight should be low
and the mask size long enough to keep up just the shape
of the edge. From a technical point of view the operation
is performed on each point (x,y) of the cloud contour. For
instance, by using a mask length of 5 and a central weight of
F, the new value of x for the i-th point of the edge is given
by the following formula:
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Figure 4: Mask used for the filtering operation
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Figure 5: The image after filtering procedure.
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F+4
: (1)

The same technique is used to obtain the y value.

In Fig. 5, the cloud contour after the smoothing op-
eration is depicted. It can be noted that the contour is
smoothed, the detailed information is lost while thie main
edge shape is preserved.

3 CLOUD IDENTIFICATION

After the filtering, a crucal step is the identification of cor-
responding clouds in two consecutive images. A cloud in two
consecutive frames can change position, orientation, scale;
moreover, it can split, or join other clouds generating dif-
ferent cloud formations. More specifically, because of winds
and atmospheric currents a cloud can split into two or more
parts, thus creating other clouds not existing before; on the
other hand, two or more clouds can join giving birth to one
larger cloud. It can be noted that an automatic procedure
detecting splitted and joined clouds is very difficult to de-
rive.

In our approach the identification is performed in three
steps: case of no splitting and joining, case of splitting, case
of joining. In the first case the operation is performed by
setting a variable side rectangle around the center of mnass of
a cloud in the first image, then by searching if some centers
of mass in the second image fall inside the given rectangle;
if more than one center of mass satisfies this condition a
cost function is evalunated to choose the 'best’ corresponding
cloud. The cost function mentioned ahove is hased on:

e the distance between centers of mass

o the difference of areas
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Figure 7: Identification mechanism (second image)
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That is:
cost = \/(zs; = 26,)? + (vo,, + b..)? + A|Area, — Area,|
(2)
Being
ZhayThy the x-values of the considered centers of mass
in the first and second image, respectiv~:
Yoo, Ybuj the y-values of the considered centers

in the first and second image, respective .
the area of the considered clouds in the n.
and second image, respectively

Area,, Area,

The mechanism is repeated for every cloud inside the
first image; if the first step does not identify all the clouds,
the case of possible splitting is investigated for not identified
clouds. The operation is performed by setting a rectangle
around each cloud in the first image; it is important to note
that the mentioned rectangle is not set around the center of
mass but it contains every point of the cloud. The second
operation step is performed by examining if some centers
of mass in the second image are inside the rectangle, then
every possible combination for all found centers of mass is
evaluated and the corresponding cloud is chosen by com-
puting the mentioned cost function for every permutation.
After finding the splitted clouds, the last operation is the
evaluation of joined clusters. This step is performed by the
same mechanism as in the previous case; the difference is
that the rectangle is set on the second image and not on the
first one.

The described mechanisms are illustrated in Fig. 6 and
7 (in a joining case), where the mentioned rectangles are
drawn on real images.



4 MOTION MODELLING AND PREDICTION

Before predicting the future position of a cloud it is neces-
sary to model the cloud motion itself.

For the sake of simplicity the motion model employed in
our approach is linear, meaning that the movement of each
point Z, 4 1ines = (%1 3i) of the cloud can be described

[7.8] as:
,=(d+Fz,_,) (3)
Being:

z the position of the point at instant i-1

z, the position of the point at instant i
d

the translation vector
F the shape matrix

By using the Polar Decomposition Cauchy theorem the
shape matrix F can be written as the product of two matrices

R and U:

F =RU (4)

with R € O* (positive definite) and U € Sym (Symmet-
ric matrixes). '

From a physical point of view, the matrix R can be con-
sidered as the rotation matrix that is the matrix which con-
tains the information about the rotation angle (q):

R=[ cos @ sinﬂ] (%)

—sinf coséd

The matrix U can be interpreted as the matrix containing
the information about the deformation of the cloud:

U= [ ::: ::: ] with w1z = ug (6)

The problem is then reduced to the evaluation of the
translation vector d and the matrix F = RU. The vector d
is simply computed as the difference of the cloud centers of
mass in two consecutive frames while the matrix F is evalu-
ated by a minimization algorithm based on not overlapped
surfaces. The estimated parameters associated with the mo-
tion and the deformation of a cloud during the transitions
between successive frames can be exploited for an efficient
prediction of the position and the shape of the cloud in the
next unknown frame. The estimation of the center of mass
parameters (zp, ys), the rotation angle # and the deformation
matrix U = w3, %13, 831 = 13, w32 is obtained by nsing an
interpolating function explained in the following and having
as available data: .

e M previous images in successive instants (to, t), ...t~ )
e M values of (24, ) for each cluster

e M-1 values of @ for each cluster

e M-1 values of U for each cluster

An example of the interpolation applied to z;, with M=3
is shown in Fig. 8.

The succession given by the component of the cloud cen-
ter of mass is interpolated by a suitable function. Once
we have the analytical expression of this function we are
able to determine the next coordinates of the center of mass

92

xb A
xb3
xb2
xb_Q xb
L} L] L] ’
o ol 2 =k} td

=

Figure 8: The interpolating function with M=3.

by simple substitution of the desired instant. The strategy
suggested here involves the use of orthogonal functions [9]
to find a good interpolation of the actual samples. Let us
consider a number N of functions po(t), K, pn—1(t) defined
in the interval [0, M-1]: these functions are said to be or-
thogonal in the given interval if:

M=1
Y ralt)ma(t) =0 (7)
tm=0

for every n # k, and:

M=1

Y pa(t)px(t) = llpall® (8)

tm=0

if n = k, where ||pa||* is the Euclidean norm of pa(t).
We can then define an interpolating function f(t) written
as a linear combination of po(t), K,pn-1(t) :

f(t) = copo(t) + c1p1(t) + L + cn-1pn-i(t) (9)

in which the coefficients co, K,cny—; are unknown and
depend on the set of chosen functions and on the observed
parameters. It is easy to demonstrate that:

o = Lemg T(0pn(t)
! lIpal?

Under the assumption that all the parameters to predict
have little variations in time, we can use smooth orthogonal
functions such as polynomials: this choice offers a further
advantage because of the existence of a simple recursive for-
mula to determine the desired number of functions. It can
be shown that:

p(t)=1
E;(t]=t——2_l

(10)

(11)
Pa(8) = p1 ()i (1) = 22=tlrpn (1)

If the number M of points in which these functions are
defined is equal to the number N of the functions them-
selves, an exact solution is obtained, i.e. the function f(t)
exactly passes through the samples. If M is greater than
N an approximate solution is obtained (Least Squares so-
lution). Some experimental results obtained by using the
presented approach are shown in the next Section.



Figure 9: Clusters used in the prediction.

Predicted cluster Observed cluster

Figure 10: The one step predicted cluster and cbserved clus-
ter of the image 4.

5 EXPERIMENTAL RESULTS

In this Section some experimental results are shown, that
confirm the effectiveness of the presented prediction strat-
egy. The prediction procedure has been applied to the se-
quence of three images shown in Fig. 9. The sequence
contains just a cloud because the aim is to test the pre-
diction mechanism and the presence of other clouds wonld
have made the analysis of the results more difficult. Fig. 10
and Fig. 11 shows, respectively, the next predicted image
(one step forward prediction), and the image predicted after
the next (two steps forward prediction) along with the clond
shape really observed from the METEOSAT images. It can
be seen that the predicted and the observed shapes are not
quite different; little differences can be noted but they de-
rive from the linear model used to describe the motion and
deformation of a clound.

In Fig. 12 the behaviour of the observed rotation angle
and of the predicted one for images 3 and 4 is depicted ver-

%

Prediceed chaster Obeerved clusser

Figure 11: Two step predicted cluster and ohserved cluster
of the image 5.
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Figure 12: Behaviour of the rotation angle values and pre-
dicted angle values for image 3 and 4 versus time.
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Figure 13: Behaviour of the deformation parameter u;; val-
ues and predicted u;; values for image 3 and 4 versus time.

sus time; it can be noted that the predicted value is close
the observed one, especially in the one step prediction. The
same consideration can be made for the behaviour of a de-
formation parameter (u;;) depicted in Fig. 13.

The results shown concern only one situation but they
are representative of the average behaviour of the described
prediction mechanism.

6 CONCLUSIONS

In this paper an algorithm to estimate the evolution pa-
rameters of cloud formations characterised by high rainfall
probability in a Meteosat sequence has been presented. This
algorithm consists of four steps: a first step, described in
Section 2, of specific image processing procedures, namely a
thresholding, a relaxation, an edge following and a filtering
procedure, used to detect the clouds and their relevant fea-
tures; a second step, described in Section 3, dealing with the
correspondence problem; a third step in which the param-
eters defining the time evolution of a cloud formation are
estimated by using a linear model and, finally, the last step
in which the prediction of the evolution parameters, i.e. the
centre of mass coordinates and the deformation matrix, is
computed, as described in Section 4. The aim of this tech-
nique was to predict the one or two step forward evolution
of the clouds by using a sequence of three or four Meteosat
images. The experimental results, presented in Section 5,
show that this kind of algorithm achieves this goal by pro-
viding an acceptable prediction of the first and the second
forward step evolution parameter.
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