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Abstract—The design of Very High Throughput Satellite
(VHTS) systems will be an important milestone for future
telecommunications systems in the light of the ongoing integration
between satellite and 5G technologies as well as with the upcoming
6 G evolution. To this end, satellite systems will be operating
at EHF frequency bands, hence requiring a special attention
to the overall network design in terms of ground and space
segment optimisation. In particular, the mitigation of feeder link
outage events through advanced prediction techniques and the
exploitation of smart gateway diversity concepts will be combined
with an overarching network resources’ orchestration, jointly
conceived to meet the QoS requirements of the end users. In this
respect, this paper proposes a novel optimisation framework able
to achieve very high throughput system figures, building on an
adaptive QoS management concept. The proposed framework has
been compared with other existing solutions from the literature
and validated by means of extensive simulation campaigns, whose
collected results show significant performance improvements.

Index Terms—Congestion control, feeder link outage, QoS
management, satellite communications.

I. INTRODUCTION

THE conception of the 5G communication paradigm repre-
sents an important shift for the telecommunication indus-

try [1] in that it will provide existing and enable new services
with unprecedented performance figures such as pervasive con-
tent distribution at very high data rates, ubiquitous data deliv-
ery, connectivity for massive deployments of sensors, ultra-low
latency services, just to cite a few. Moreover, the scientific com-
munity is also discussing the expectations for the forthcoming
generation (i.e., 6 G), which will aim at more extreme service re-
quirements. This technology evolution is the necessary response
to the ever-increasing data traffic volume and the widespread
use of mobile devices as confirmed by the traffic forecast reports
from CISCO [2], claiming the advent of the Zettabyte era. Many
countries are targeting data rates of at least 100 Mbit/s offered to
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all users by 2025, independently of the specific geographic areas,
i.e. in rural as well as in metropolitan areas. However, in spite
of the large national investments and the important technology
advances testified in the last years, providing very large data rates
to all users according to an anytime-anywhere paradigm will be
hardly achievable because of the digital divide still experienced
in some regions and because of the inherent capacity limitations
of the wireless terrestrial technology.

In order to circumvent the performance constraints imposed
by the present terrestrial technology, satellite systems have been
receiving consensus in the light of their capability to offer very
high data rate to a vast population independently of the specific
users’ location [3]. This concept is also supported by the ongoing
3GPP Rel. 17 standardisation where non-terrestrial networks
(NTN) are identified as fundamental pillars to achieve most
of the planned 5G-performance [4]. In particular, the role of
satellite communications is considered particularly relevant with
respect to eMBB services (enhanced Mobile Broadband). To
this regard, the deployment of Very High Throughput Satellite
(VHTS) systems will be instrumental to achieve such perfor-
mance requirements [5], by means of tight convergence with the
(wireless) terrestrial infrastructure. In more detail, providing the
5G (and beyond) ecosystem with a platform able to provide Tbps
capacity [6] is the ultimate goal, whose achievement is however
conditioned to the solution of specific technology challenges.
First of all, providing high data rates requires re-engineering
the overall satellite system design in both ground and space
segments. In particular, the exploitation of EHF (Extremely
High Frequency, 30–300 GHz) frequency band is taken as the
reference approach to meet such a requirement, by specifically
moving user links to Ka-band (20 − 40 GHz) and operating
the feeder links at higher frequency bands, which are offering
larger portions of spectrum currently inutilized [7]. This fre-
quency allocation plan, however, introduces important design
challenges in the links operating at EHF, which may be affected
by important outage events as a result of harsh atmospheric con-
ditions (e.g., heavy rain). Secondly, the integration of terrestrial
and satellite networks [8] requires efficient resource allocation
strategies, able to adapt to the dynamically fluctuating conditions
of traffic and network conditions.

These technology challenges have pushed the scientific com-
munity to work out sophisticated design options, which or-
bit around the concept of smart-ground diversity (SGD) [9],
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allowing to deploy a number of ground stations sufficient to
target very high levels of service availability (i.e., >99.5%) at
limited bandwidth redundancy. Moreover, advanced orchestra-
tion [10]–[12] concepts combined with novel re-routing con-
cepts have enabled new QoS management frameworks, able to
guarantee the demanded performance figures. As a matter of
fact, the satellite scientific community and industry have worked
hard in the last decade to explore these concepts and to conduct
important experimentation campaigns, by dedicating particular
attention to the design of the ground segment from a physical
layer point of view, whereas less importance has been given so
far to the higher protocol layers. Consequently, a comprehensive
system analysis is missing. In particular, very few scientific
works have addressed, at the best of the authors’ knowledge, the
problem of providing an efficient QoS management framework
to VHTS systems. The limited existing literature elaborates
mostly on the case of a few interconnected gateways and in-
vestigates the overall QoS system performance only partially.

To bridge the existing scientific gaps, this paper provides
a holistic framework to address QoS management in VHTS
systems when sophisticated link outage prediction algorithms
have to be combined with efficient re-routing algorithms aimed
at minimising network congestion events. To this end, the
framework drafted in [13] has been enriched and extensively
validated through simulation campaigns, which have proved the
superiority of the proposed concept with respect to other existing
schemes. It is worth noting that the proposed framework has been
validated by taking into consideration fixed users, although its
rationale applies to the case of mobile users too without loss of
generality.

The remainder of this paper is organised as follows. Section II
surveys the current state of the art and outlines the main con-
tribution of this paper. Section III introduces the reference sce-
nario, while the proposed strategies with respect to link outage
prediction and smart gateway diversity concepts are elaborated
in Section IV. The performance analysis is in turn presented in
Section V, whereas the final remarks and the main lessons learnt
are drawn in Section VI.

II. OVERVIEW

A. State of the Art

As introduced in Section I, a key requirement for the future
generation of satellite systems is the capability to offer Tbps
capacity [14] and hence to make use of EHF frequency band. To
this end, the ground segment has to implement the consolidated
concepts of smart-gateway diversity (SGD) [9] that have been
largely investigated in the last decade [5], [15], [16]. In this
respect, different concepts have been elaborated to determine the
optimal number of gateways. On the one hand, ‘N+P’ gateway
concept has been worked out to allow for the instantiation of a
number of redundancy gateways (P ) in addition to the nominal
ones (N ) with a slight increase in the network complexity
because of the interconnection between gateways through a
terrestrial backbone. On the other hand, an alternative approach
to reduce CAPEX/OPEX costs on the ground segment is to avoid
using backup gateways and to provide instead each user with

additional bandwidth, of which a portion will be used only upon
feeder link outage, i.e. to support link handover procedures.
As such, this option is typically referred to as ‘N+0’ SGD
configuration. A drawback is that it requires more sophisticated
signalling processing functions in both in ground and space
segments. The implementation of an SGD-based architecture
has engineering implications in the design both of the ground
segment and of the space segment, especially for what concerns
carrier multiplexing and corresponding handover procedures at
beam level, as analysed in [15]. Moreover, an overall system
view is required to get a proper resource allocation strategy,
which can follow different theoretical concepts such as the
matching theory as discussed in [17].

Besides the ground segment design, a special note has to
be dedicated to the integration of the satellite system [18]
with the rest of the infrastructure, with a special emphasis on
networking aspects. To this regard, some attention has been
given by the scientific community to the end-to-end architecture
supporting the integration of terrestrial and aerial platforms in
a broad sense (i.e., including satellites too) [3]. In particular,
the introduction of SDN/NFV concepts is becoming more and
more compelling to boost the convergence of satellite and terres-
trial infrastructures [10]. Different architecture solutions have
been worked out in many research and project initiatives. As
such, the programmability of all network nodes involved in the
telecommunication chain has been addressed to getting a more
effective service and system performance in terms of data traffic
key performance indicators such as throughput and delay [19].
Last but the least, some attention must be dedicated also the
use of multi-access edge computing (MEC) and in particular of
edge caching concepts that have been extensively considered in
mobile networks [20] and are receiving increasing interest for
the application in satellite systems. These networking aspects
automatically point to the definition of a suitable QoS manage-
ment framework able to bring together the requirements coming
from both satellite and terrestrial networks and translate them
into a suitable optimisation approach. Given the complexity and
high dimensionality of this problem, only a few studies have
attempted to work out a proper networking approach towards
QoS management both with respect to SDN-enabled gateway
positioning as in [21], [22] and in terms of handover procedures
as in [23], [24]. Additionally, [25] addressed this problem by
introducing network coding to improve the robustness of data
communication against link outage and proposed an analytical
framework to assess the delay performance of traffic flows,
though assuming only two gateways. [12] provided other in-
sights into the problem mostly focusing on the migration of
virtual functions into the cloud and on the assessment of the
overall performance. [11] provided a general framework.

B. Main Paper Contributions

According to the available state of the art, important research
gaps deal with the definition of a comprehensive framework able
to capture the main architecture aspects and the corresponding
networking implications. In the attempt to address some of the
underlying technology challenges, the main contributions of this
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TABLE I
TABLE OF ACRONYMS

paper are to extend the preliminary findings reported in [13] and,
in particular, to highlight the following aspects:
� To propose a satellite system architecture built on an SGD

configuration and enabling end-to-end orchestration func-
tionalities by means of SDN concepts;

� To propose an optimisation framework to select alternate
satellite gateways on the basis of an effective link outage
prediction strategy. The developed framework is aimed at
optimising the overall system throughput, by also mitigat-
ing the occurrence of congestion events on the involved
gateways;

� To show the effectiveness of the proposed approach with
respect to existing solutions by means of realistic simula-
tion campaigns.

C. Main Acronyms

To ease the comprehension of the rest of the paper and
the recall of the considered concepts, we include a table (Ta-
ble I) containing the main mentioned acronyms and the related
meanings.

III. REFERENCE SCENARIO

A. Satellite System Architecture

A multi-beam star satellite network built on a Geostationary
Earth Orbit (GEO) satellite platform is the reference scenario
considered in this paper.

The satellite feeder link is operated in EHF frequency band
(30–300 GHz), whereas the user link is allocated in Ka-band
(i.e. 20 − 30 GHz). The forward link implements the DVB-S2

standard1 whereas the return one applies DVB-RCS2. The main
scientific challenge is to cope with the important propagation
impairments introduced by EHF frequency band. The use of
classical interference mitigation techniques (IMT) such as up-
link power control (UPC) and data rate adaptation (through Mod-
Cod) is not sufficient. On the contrary, smart-gateway diversity
turns out to be a more efficient approach as it allows exploiting
additional resources provided by the ground segment, without
necessarily introducing excessive link margin that would result
in large bandwidth waste. To this end, the overall ground segment
is partitioned in clusters of gateways, wherein the corresponding
gateways are interconnected through a fiber optic backbone.
Each cluster is defined in such a way that its gateways are
separated by at least 100 Km (to minimise the correlation of rain
fading). Each gateway is associated to one local Network Control
Center responsible for the control of the available feeder link
resources utilisation on the basis of the periodically collected
measures of the feeder link Signal-to-Interference-plus-Noise
Ratio (SINR) (e.g., by means of the received satellite beacon). A
Central Node connected to the local NCCs is playing the role of
GW manager and is in charge of predicting future outage events
by exploiting the information received from the NCCs and of
consequently selecting the alternate gateways on the feeder link
handover procedure. Without loss of generality, the rest of the
paper is focused on the analysis of a single cluster of gateways,
as shown in Fig. 1, which also contains details specified in the
remainder of the paper.

B. Integration of Satellite and Terrestrial Networks

A special note has to be dedicated to the integration of
the satellite with the terrestrial networks, so that the incom-
ing traffic flows can be efficiently treated and the correspond-
ing data packets forwarded to the most appropriate of the N
available gateways (G1, . . . , GN ), each of them associated
with the corresponding local NCC (NCC1, . . . , NCCN ), in
order to guarantee performance requirements. In this respect,
dynamic and automatised feeder link selection is of paramount
importance. This action can be affected by current and fu-
ture network status. This requirement translates into deploying
a programmable satellite ground segment infrastructure, built
on Software Defined Networking (SDN) [26] and Networking
Function Virtualisation (NFV) [27], allowing to dynamically set
up different routing paths for different traffic flows. To this end,
the Central Node also includes a SDN controller responsible
for canalizing the traffic flows to any of the available N GWs
through N SDN-enabled switches (S1, . . . , SN ), see Fig. 1,
encountered along the path. These nodes store the received for-
warding table in a dedicated table (flow table): as soon as a new
traffic flow enters the network, the involved SDN switch applies
the forwarding rule available in its flow table. The specific rule
computation is carried out by the SDN-controller on the basis of
the specific application requirements (e.g., maximum acceptable
delay, minimum required throughput, maximum tolerated loss,

1DVB-S2x standard can be applied too, with no impact on the networking
concepts elaborated in the next section.
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Fig. 1. Smart Gateway Diversity scenario, single cluster of gateways.

etc.) provided by the overarching network management architec-
ture through the so called north-bound interface. In more detail,
prediction of link outage, estimation of congestion occurrences
in GWs, and packet re-routing strategy are implemented as
virtual functions on top of the SDN Controller, which exposes
its functionalities (flow/route map and routing manager) to
the north-bound applications through the Virtual Infrastructure
Manager (VIM). The re-routing engine is responsible for the
identification of the traffic flows whose routing path needs to
be modified and then notifies the Routing manager/Flows Rule
Generator, creating the rules for the SDN switches. Network
status information is instead received from the SDN switches
through the so-called south-bound interface typically making
use of the OpenFlow (OF) [28] protocol. In this respect, it is
worth noting that the OpenFlow messages already existing have
been considered without any modification, hence making the
system more appealing from an implementation view point. Yet,
measured SINR satellite links values will be used by the central
node to perform feeder link outage prediction and consequently
select the alternate gateways to forward the incoming traffic after
the link outage event.

The diagram architecture of The Central Node is depicted in
Fig. 2.

C. Data Traffic Characterisation

We assume the satellite network as deputed to transport
eMBB-services, which are categorised into C traffic priority
classes depending on the peculiarities of the specific traffic flows
(i.e., web-browsing, data transaction, video streaming, etc.). As
mentioned in the introduction, the focus of this paper is on
content distribution to fixed users, although the optimisation

Fig. 2. Central Node architecture.

framework here proposed can be applied to the case of mo-
bile users too. In this latter scenario, however, additional QoS
requirements coming from the peculiarities of vehicular com-
munications should be considered too. Moreover, a more so-
phisticated satellite design concept should be also considered
in order to take possible performance degradation into account
such as those introduced by beam handover, doppler effects,
and other propagation impairments just to cite a few. All these
aspects are not addressed in this paper and are subject to future
investigations.
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The flows belonging to a given traffic class c are characterised
by an average bit rate rcf and a minimum guaranteed throughput
rcg . As such, the cumulative average bit rate of all flows insisting

to a given gateway Gn can be formulated as rIn =
∑C

c=1 r
c
In,

with rcIn =
∑F c

n
i=1 r

c
fi, r

c
fi and F c

n being the average bit rate of
any traffic flow i belonging to service class c and the total number
of traffic flows, respectively. The output data rate rOn of each
gateway can be computed according to the offered symbol rate
and ModCod set according to the measured SINR.

Another key parameter to control the overall system perfor-
mance is the occupancy of the buffer implemented in any Gn. It
is assumed that each gateway implements a pool of C buffers,
each of them assigned to a given class of service c. The overall
buffer occupancy can be defined as Bn =

∑C
c=1 B

c
n, Bc

n being
the buffer allocated to the traffic flows belonging to service class
c. Each buffer will be served through an appropriate scheduling
policy, such as Weighted Round Robin (WRR), in order to assure
a proper portion of the overall available bandwidth to each class
c, such that rOn =

∑C
c=1 r

c
On.

IV. THEORETICAL FRAMEWORK

A. Aim and Scope

This section introduces the main building blocks of the overall
system design, aimed at optimising the performance in terms of
overall offered throughput. In particular, specific details about
the tools necessary to support efficient handover procedures and,
accordingly, packet re-routing procedure will be provided in the
next sections in terms of the adopted outage prediction algorithm
and routing process.

B. Feeder Link Outage Prediction

The prediction of an upcoming outage event consists in track-
ing the evolution over time of the SINRs samples received by
the GW and, accordingly, assessing whether, in a future time
instant, SINR will go below a given threshold.2 To this end, the
prediction algorithm based on Linear Regression (LR) already
discussed in [29] is taken as a reference here for its simplicity and
effectiveness. For the sake of completeness, the main features
of the algorithm are shortly summarised in the following.

Let s(t) denote the SINR sample received at time instant
t. The computation of the SINR prediction in a future time
instant is based on the information vector I(t) = [s(t− T +
1), . . . , s(t− j), . . . , s(t)], T being the size of the observation
window over the past and j = 0, . . . , T − 1. Assuming that the
prediction algorithm is used to assess the link quality (i.e., outage
or not) at time instant t+ td and that γth corresponds to the
link outage threshold, called SINR outage threshold (SOT), then
the generic prediction function can be expressed as f(I(·), ·).
An outage event occurring at t+ td is foreseen at time t if
f(I(t), t+ td) < γth. The linear regression strategy applies on
the information vector f(I(·), ·) at each time instant t. In par-
ticular, the coefficients for the slope m(t) and the intercept q(t)
are computed according to a classical least-squares approach as

2This threshold is representing the minimum link quality to allow successful
symbol synchronisation and signal demodulation/decoding.

follows:

m(t) =
T ·∑T−1

j=0 j · sj(t)−
∑T−1

j=0 j ·∑T−1
j=0 sj(t)

T ·∑T−1
j=0 j2 −

(∑T−1
j=0 j

)2 (1)

q(t) =

∑T−1
j=0 sj(t)−m(t) ·∑T−1

j=0 j

T
(2)

Once the parameters have been updated at time t, the pre-
diction s∗ at any time t∗ in the future (t∗ > t) is s∗(t∗) =
m(t) · t∗ + q(t). The corresponding prediction is derived by
verifying whether s∗(t+ td) ≤ γth (outage) or not (no outage).
It is worth noting that the prediction accuracy is sensitive to
the specific time lag td in the future, i.e. larger td, higher the
prediction error.

C. Gateway Handover Strategy

We take the N + 0 SGD approach as a reference, so that
no additional backup gateways are necessary. All the deployed
gateways are operational and make available their allocated
bandwidth also to the flows initially handled by other gate-
ways temporarily subject to feeder link outage. Moreover, it
is assumed that all gateways nominally exploit all available
bandwidth, differently from what elaborated in other research
contributions where spare bandwidth or additional inactive car-
riers were considered (e.g. in [25], [6]). The reason for this
assumption is to carry out a performance analysis of the system
under stress, i.e to check the capability of the system to effec-
tively react to outage events and accordingly take the proper
decision in terms of alternate gateway selection.

The objective of the proposed gateway handover strategy,
called Unified Optimised Strategy (UOS), is twofold. On the
one hand, it is aimed at distributing the affected traffic flows
to alternate gateways in a such a way to meet the performance
requirements of each traffic class c in terms of the minimum
guaranteed throughput rcg . On the other hand, it pursues the
exploitation of the available feeder link bandwidth as long as
available (i.e. until an outage event occurs), provided that this
does not impact the data traffic requirements, i.e. in terms of
packet loss or delay. Practically speaking, the gateway manager
estimates the available link data rate r∗On

c(p) at a time instant
t = p offered to a given class of service c from a gatewayn on the
basis of the measuredSINRn and of the ModCod to be adopted
according to the DVB-S2 standard specification. The gateway
manager also computes the average input rate of the data traffic
belonging to any class c and destined to gateway n, denoted as
rIn

c. Hence, the objective of the handover strategy is to select
the gateway Gn̄ able to maximise the availability of buffer space
over time denoted asΛc

n, computed as the difference between the
weighted average of the output data rate and the corresponding
input rate, subject to the constraint of guaranteeing minimum
throughput per class of service c. Mathematically speaking, it
yields:

n̄ = arg max
n∈GW

[Λc
n]; Λ

c
n =

P∑
p=0

αpr
∗
On

c(p)− rIn
c

Λc
n ≥ rcg (3)
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where the average output data rate is computed over P + 1
samples and each sample is weighted by factor αp, which has
to be conveniently selected so that αp ∈ [0, 1], p = 0, . . . , P ,∑P

p=0 αp = 1. GW denotes the set of gateways that can be
associated to the traffic flows being processed by the gateway
manager. Such a set contains all the gateways belonging to the
reference cluster, with the exclusion of the ones currently or
predicted for the near future under feeder link outage.

Once the SINR sk measured on a given feeder link k gets
smaller, the offered data rate rOk is reduced accordingly through
the application of ModCod at lower spectral efficiency, possibly
implying rIk ≥ rOk and eventually resulting in a congestion
event (i.e., Bk getting saturated). Under these conditions, a
re-allocation of one or more traffic flows to one or more alter-
nate GWs would relieve the congestion situation and possibly
avoid packet losses due to imminent buffer overflow. Actually,
a decision about the traffic flows to be re-allocated is taken
on the basis of the r∗On

c knowledge. As such, the estimation
of future SINR values according to the feeder link outage
prediction algorithm (described in Section IV-B) allows also
predicting future congestion events and reacting in advance. In
practice, the GW manager periodically updates all Λc

n values
and initializes the traffic flow re-allocation procedure in case of
predicted congestion by re-allocating the minimum number of
traffic flows. First, it selects the traffic class of the GW that will
give rise to a congestion event, i.e. the ck-th class of the k-th GW
such that Λck

k < 0. Then, it re-selects an alternate GW among
the ones not congested according to (3). The most recently flows
injected into the network will be the first re-allocated traffic flows
in order to minimize the frequency of the re-allocation process
and, consequently, the total number of re-allocated flows. Con-
sequently, the flow tables implemented in the SDN switches will
be updated so that the new incoming packets belonging to the
re-allocated flows will be forwarded to the new selected GWs,
hence contributing to lower rIk.

When at time instant t the prediction algorithm detects an
upcoming outage event on the feeder link n at t+ td, the SDN
controller has to properly react, on one hand, to allow the affected
Gn to empty its buffer before the outage begins and, on the other
hand, to avoid wasting the available satellite bandwidth so to go
on sending packets as long as possible. Then, the GW manager
triggers the handover procedure as follows: 1) it removes Gn

from the set of available gateways GW , then 2) it estimates the
amount of data λn which Gn can send out before the predicted
outage event takes place:

λn =
C∑
c=1

λc
n =

C∑
c=1

∫ t+td

t

rOn
c(τ) dτ (4)

If λn ≥ Bn, the SDN switches keep forwarding packets to Gn,
since the data volume currently stored in the gateway buffer is
less or equal than the one the outgoing link capacity is able
to accommodate. On the contrary, if λn < Bn, the re-allocation
process starts re-allocating all traffic flows fromG to one or more
alternateGi ∈ GW . It is important to note that if λn > Bn when
a link outage is already predicted, Gn will not be able to send all
the packets stored in its buffer in time before the outage begins.

TABLE II
SIMULATED SCENARIO DESIGN PARAMETERS

To avoid a long waiting time until the link outage finishes or
any packet drop, a packet re-routing process is invoked so to
move packets from Gn to one or more alternate Gi ∈ GW . In
practice, the amount of data belonging to the c-th priority class
needing re-routing is defined as σc

n = λc
n −Bc

n, with σc
n > 0.

The selection of the alternate GW eligible to receive the re-routed
packets of class c is computed according to (3). Further to this,
an additional control is performed on the selected GWs’ buffer
occupancy to avoid packet losses due to buffer overflow.

As soon as the SINRn measured on the feeder link n tem-
porarily on outage is again above the threshold, the outage event
is considered concluded after performing a hysteresis loop to
avoid any ‘false positive’. As such, Gn is considered available
again and re-inserted in the GW set.

V. PERFORMANCE EVALUATION

A. Simulation Setup

To simulate the scenario depicted in Fig. 1, we used a discrete
event simulator written in Python based on the simulation library
Simpy.3

The design parameters of the considered scenario are sum-
marized in Table II.

The simulated traffic flows are Constant-Bit-Rate (CBR)
flows4 whose parameters are reported in Table II. Traffic flows’
start times are randomly generated with a uniform distribution
for the entire simulation duration. Each flow’s priority class
is also randomly generated with a uniform distribution. Since
we are interested in assessing UOS which acts on the feeder
link, simulated traffic is generated from the ground segment and
forwarded up to the GEO satellite. User link is not included in
the simulation environment.

The αp values are set equal for all the considered samples,
i.e. current and estimated values contribute to the traffic flow

3https://simpy.readthedocs.io/en/latest/
4Additional tests with VBR-traffic flows have been carried out, essentially

confirming the conclusions derived from the results obtained from the CBR
traffic flows. These have been omitted from the present paper because of the
lack of space.
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Fig. 3. GWs’ SINR traces.

association and re-allocation with the same weight. Samples are
picked up with 1s granularity. We selected P = 10 samples and
consequently td = 10 seconds.

The link outage threshold is set accordingly to the minimum
SINR tolerable with the strongest ModCod available from DVB-
S2 (QPSK 1/4).

Rain attenuation has been modeled as a first order Gauss
Markov process of the Ornestein-Uhlenbeck type according
to [16]. N different and independent attenuation traces (ex-
pressed in dB) have been generated for links operating at central
frequency of 50 GHz. An SINR trace has been consequently
derived from each attenuation trace on the basis of typical
satellite system parameters to close the link budget. Finally, the
simulator computes the feeder link offered data rate on the basis
of the corresponding SINR sample and a dedicated bandwidth of
400 MHz by taking the spectral efficiency of DVB-S2 ModCods
as a reference.

In order to better highlight the network behaviour in case
of outage events, the first part of our investigation addressed
the specific dynamics of the system during the various phases
of satellite system operations, i.e. in preparation, during, and
after an outage event. Fig. 3 shows the GWs SINR trend in the
considered time window. In this timeframe, one of the GWs (G0)
is affected by an increasing rain attenuation, which eventually
leads to feeder link outage, while the others are still operative.

Looking at G0’s SINR behaviour, it starts fluctuating in the
proximity of the outage event and then drops until it reaches
the outage threshold. To mitigate the impact of fluctuations,
we employed a hysteresis mechanism that prevents the frequent
transitions between outage and non-outage states and vice versa
by “merging” together the shortest outage intervals into a single
one.

B. Other Handover Strategies Used for Comparison

The performance obtained by using UOS, has been compared
with other three strategies available in the literature and consid-
ered here as benchmarks:
� Static strategy: when an outage event is predicted for the

GW Gn, the Central Node always re-allocates the traffic
flows from Gn to another GW, selected a priori without
any optimisation methodology. In more detail, such a fixed

selection can follow different criteria, such as the geograph-
ical distance between GWs where no information about
the current or predicted status of the network is needed.
Likewise, the GW selection to perform packet re-routing
after outage is carried out in the same way. This strategy
offers a simple outage event management even if can have
drawbacks such as traffic flow performance degradation
and congestion on the selected GWs.

� Network Coding-based strategy: it essentially consists in
the application of random linear network coding (RLNC)
to a block of data packets, with the aim of protecting it from
packet loss possibly occurring in the case of link outage.
Let Qc

n denote the number of class c’s packets stored in the
Gn buffer: once the GW manager predicts an outage event
inGn,mc network coding packets are generated as a linear
combination of the kc original data packets, kc = Qc

N ,
c = 0, . . . , C, and the configuration of mc is dynamically
computed. In more detail, the GW manager periodically
estimates the amount of data λn (and, λc

n consequently) that
Gn can transmit before the predicted outage begins accord-
ing to (4). If λn > Bn, the SDN switches keep forwarding
packets toGn; whenλn ≤ Bn, the outage procedure is trig-
gered. The number of generated network coding packets is
computed asmc = Q(Bc

n − λc
n), where the functionQ(x)

calculates the smallest number of stored packets exceed-
ing x. In this way, assuming a reliable outage prediction
estimation, the first Q(λc

n) packets stored in Gn will be
directly sent out by Gn, whereas the mc network-coded
packets will be forwarded through another GW selected
according to (3). Finally, once the outage starts, the packets
still stored in the Gn buffer are dropped. At the receiver
side, decoding a network-coded packet block is considered
successful if at least kc out of the transmitted kc +mc

packets for each class c are correctly received, otherwise,
the block decoding fails and the corresponding packets are
considered lost. It is immediate to see that this strategy
allows high robustness against packet loss due to outage at
the cost of a slight increase in the traffic volume. Hence,
particular attention has to be paid to the actual value of
mc to keep an efficient trade-off between increased traffic
volume and packet loss avoidance.

� Drop strategy: when an outage event is predicted for Gn,
the GW manager re-allocates the traffic flows from Gn

to another GW selected according to (3). If Gn buffer
is not empty when the outage event starts, all the stored
packets are dropped, i.e. no packet re-routing among GWs
is possible. This strategy aims to reduce the traffic volume
which “horizontally” traverses the ground segment, though
at risk of increasing the overall packet loss and hence
degrading users’ QoS.

C. Performance Comparison

The obtained performance has been assessed by considering
two typical performance metrics: Normalized Throughput (NT)
and Packet Loss Rate (PLR). Gateway SINR values and consid-
ered window time will be the ones reported in Fig. 3. Fig. 4 shows
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Fig. 4. NT for the GW uplink channels: Unified Optimised Strategy (UOS) (a), static (b), network-coding based (c), and drop (d) solutions.

Fig. 5. NT of one of the traffic flows associated to G0 when it is affected by
congestion: OUS (a), static (b), network-coding based (c), and drop (d) solutions.

the NT measured for GW uplink channels. Fig. 5 shows the NT of
one of the traffic flows associated to G0 when it gets congested.
Fig. 6 shows the NT of one of the traffic flows associated to G0

when there is a link outage.
As it can be observed, when all the GWs have the same SINR

values, the GW manager homogeneously distributes the new
incoming traffic flows among all the GWs, as confirmed by the
GW NT values in Fig. 4. When G0 channel quality decreases,
G0 NT starts fluctuating due to its unbalanced load situation
which can lead to possible congestions in G0, such as at about
1500 s and between 2500 s and 3000 s. Our proposed solution

Fig. 6. NT of one of the traffic flows associated to G0 when its uplink is
affected by outage: OUS (a), static (b), network-coding based (c), and drop
(d) solutions.

is the only one able to detect this rate imbalance and keep guar-
anteeing each traffic flow required throughput rcg , whose values
are reported in Table II. Moreover, when G0 feeder link is about
to experience the outage, the channel quality rapidly decreases
leading to congestion due to the significant unbalance between
overall input and output rates. Looking at NT values taken by
G0 right before the outage starts, they never reach the maximum
value if OUS is used (Fig. 4(a)), hence avoiding an increase
of the GW buffer occupancy and, consequently, possible losses
due to buffer overflow. As soon as the link outage starts, G0
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is no longer able to send packets and its NT drops to zero,
while the value of NT observed for the other GWs has different
trends, depending on the considered strategy (Fig. 4). This also
leads to performance variations from a traffic flow viewpoint, as
highlighted in Fig. 6 and Fig. 5 and commented below.

Concerning OUS, the GW manager starts re-allocating traffic
flows as soon as it detects an imminent congestion event, even
when an outage event has not been predicted. Besides, when an
outage event is predicted, all data packets possibly still stored in
G0 buffer are homogeneously distributed to all the other GWs
upon the start of the link outage. It has to be reminded again
that also under this configuration, the required throughput of the
analysed traffic flow is guaranteed both in case of congestion
(Fig. 5(a)) and in case of outage (Fig. 6(a)). No packet loss has
been observed in this case.

Concerning the static strategy, it does not consider traffic
flow re-allocation due to congestion if an outage has not been
predicted, with consequent performance decrease (Fig. 5(b)).
The traffic flow re-allocation takes place only during the time
interval between the outage prediction and the outage beginning.
All packets temporarily stored in G0 buffer which cannot be
directly transmitted to the satellite will be forwarded to another
GW (G1), independently of its buffer occupancy and channel
quality. This leads to a rapid increase of G1 NT, as clear in
Fig. 4(b). The analysis of NT values in Fig. 6(b) confirms this
behaviour, where the experienced low values are due to the
congestion situation occurring in G0 before the link outage and
conversely the peak is due to the re-routing of the block of
packets still stored in G0 buffer when the link outage starts.
An overall network PLR of 0.06% has been measured.

As far as the network coding-based strategy is employed (NT
for each GW in Fig. 4(a)), the traffic flow re-allocation takes
place only during the time interval between the outage prediction
and the link outage start, with the consequent performance
decrease due to congestion not related to outage previously
described commenting the static strategy (Fig. 5(c)). All packets
stored in G0 buffer are not re-routed, and the generated network
coding packets per traffic class are sent to other GWs. In this case,
the three packet blocks, one for each defined priority class, are
forwarded to three different GWs (G1,G2, andG3). Distributing
the packets to more GWs than to a single one as done by the
static strategy reduces the impact of the congestion event, hence
offering better performance as can be seen looking at the higher
peak in Fig. 6(c). A lower overall network PLR of 0.03% has
been measured.

Also when the drop strategy is used (NT for each GW in
Fig. 5(b)), the traffic flow re-allocation takes place only during
the time interval between the outage prediction and the link
outage start, with the performance decrease in case of congestion
not related to outage already highlighted describing the previous
two strategies (Fig. 5(d)). All packets stored in G0 buffer are
not re-routed and the ones which cannot be sent before the
link outage are dropped. This obviously affects the value of
NT which increases to compensate the link outage experienced
at G0 and eventually leads to a severe performance degradation
of the traffic flow influenced by the link outage, as can be seen

from the values of NT depicted in Fig. 6(d). An overall network
PLR of 0.09% has also been measured.

When the link outage terminates and G0 link becomes active
again, the value of NT at G0 with OUS almost instantly reaches
the one experienced by the other GWs, hence avoiding any waste
of G0 link bandwidth. On the contrary, when the other strategies
are applied, the recorded value of NT at G0 gradually increases
and then decreases until it reaches the balanced pre-outage
situation.

D. Assessment of the Proposed OUS Strategy

Some design parameters can influence the behaviour of OUS,
such as the accuracy of the outage prediction and the load burden
due to traffic flow re-allocation and data packets re-routing, con-
sequently affecting the obtained performance. In this subsection,
we investigate the behaviour of our strategy in dependence of
different values of the design parameters in order to find out the
configuration ensuring the most satisfactory performance.

The first parameter we consider is the size of the observation
windows T . Fig. 7 shows the obtained NT of the GW uplink
channels with different T values [T = 10, 20, 30, 40 s].

Increasing T a higher number of past samples are taken into
account in the estimation of SINR and achievable output rate.
This can provide a more precise estimation of these variables,
but it could also lead to a lower estimation accuracy depending
on the variables’ statistics.

Looking at the behaviour of NT for all GWs depicted in Fig. 4,
no significant performance differences are recorded by varying
this design parameter. For the sake of completeness, we also
analysed additional information related to mean overall NT, NT
of the GW affected by outage, number of reallocated traffic
flows, lost and re-routed packets, summarised in Table III for
the same T values reported in Table II.

These data indicate very similar performance in terms of
mean overall NT and mean NT for G0 (as indicated in the 2nd

and 3rd rows of the table, respectively). Similar considerations
also hold for the load in terms of the number of re-allocated
traffic flows due to predicted congestion and outage events (as
indicated in the 4th and 5th rows of the table, respectively). The
prediction accuracy and the proper reaction to both congestion
and outage events offered by OUS are further confirmed by
the obtained packet losses due to buffer overflow (6th row of
the table) and by the number of re-routed packets stored in
G0 buffer at the time the link outage starts (7th row of the
table). However, the presence of re-routed packets in the T = 40
case let us infer that further increasing T value could actually
lead to lower estimation accuracy, possibly due to large-scale
non-linear behaviour of the estimated variable (i.e., SINR), and
to consequent erroneous timing in the traffic flow re-allocation
decisions. In order to explore further this expected trend, we run
additional tests with increased values of T , ranging from 100 to
400, whose performance results are reported in Table IV.

It can be noticed that the number of re-routed packets is
higher due to the fact the designed strategy was able to predict
a substantial degradation of G0 link SINR but was not able to
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Fig. 7. GW uplink channels’ NT: T = 10 s (a), T = 20 s (b), T = 30 s (c), and T = 40 s (d), OUS.

TABLE III
ADDITIONAL INFORMATION ABOUT OBTAINED PERFORMANCE AND OVERHEAD WITH T = [10, 20, 30, 40] s, OUS

TABLE IV
ADDITIONAL INFORMATION ABOUT OBTAINED PERFORMANCE AND OVERHEAD WITH T = [100, 200, 300, 400] s, OUS

react in time, with a consequent need of packet re-routing to
empty the G0 buffer after the link outage starts.

Another key parameter influencing the overall performance
is the number of prediction samples P (and the prediction of
td), for which a dedicated sensitivity analysis has been carried
out through additional simulation campaigns, whose results in

terms of NT are shown in Fig. 8 for td set to 10, 20, 30, 40 s
and T = 10 s.

A performance decrease is evident by analysing the behaviour
of NT recorded atG0. Additional information about the obtained
performance is also provided in Table V to shed more light on
the observed performance degradation.
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Fig. 8. GW uplink channels’ NT: td = 10 s (a), td = 20 s (b), td = 30 s (c), and td = 40 s (d), OUS.

TABLE V
ADDITIONAL INFORMATION ABOUT OBTAINED PERFORMANCE AND OVERHEAD WITH td = [10, 20, 30, 40] s, OUS

Particular attention has to be paid to the case where the
td value is set higher than T = 10 s, since the link outage
prediction algorithm performs the SINR estimation on the basis
of a reduced set of past samples, implying two main side effects:
� False positive predictions: the outage event is incorrectly

predicted (either several seconds before or after the actual
outage start), as shown by the upside-down spike of NT at
G0, leading to unnecessary traffic flow re-allocation (4th
and 5th rows of the table).

� False negative predictions: during the outage event, the
outage termination is predicted to take place too early,
leading to a premature traffic flow re-allocation to G0 and
consequent packet losses due to buffer overflow (6th row
of the table).

As already mentioned in Section IV-B, more the prediction
algorithm tries to estimate in a future far from the present, lower
its accuracy is. Even if we can properly set T and td values
to estimate the future in a fixed time window dependent on

the amount of available knowledge of the past, this precision
decrease will always affect the estimation. For this reason, we
investigated the behaviour of OUR by assigning a decreasing
set of weights to the estimated achievable output rate values
over time, i.e. setting the αp values in Eq. (3) in order to give
higher weights to the estimated values closer to the current time
(lowerpvalues). The employed scheme, called decreased weight
association scheme (DWAS), can be described as:

αp =
P − p∑P
k=1 k

=
(P − p) · 2
P · (P + 1)

(5)

The NT performance of the GW uplink channels do not show
any evident change compared to the one obtained by using the
uniform association scheme applied in OUS and are not reported
here. However, a small performance improvement can be noticed
if additional performance statistics are analysed, as reported in
Table VI.

Authorized licensed use limited to: Universita degli Studi di Genova. Downloaded on February 28,2021 at 17:42:47 UTC from IEEE Xplore.  Restrictions apply. 



11630 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 69, NO. 10, OCTOBER 2020

TABLE VI
ADDITIONAL INFORMATION ABOUT OBTAINED PERFORMANCE AND OVERHEAD WITH T = [10, 20, 30, 40] s, DWA αp ASSOCIATION SCHEME, OUS

Comparing the data shown in Tables III and VI, a lower
number of re-allocated traffic flows has been obtained by using
the DWA scheme, i.e. relying more on the near future estimated
values for both the initial traffic flow association and the traffic
flow re-allocation in the case of congestion prediction.

VI. CONCLUSION

The paper has focused on the design of future VHTS satellite
systems, by paying particular attention to the ground segment
optimisation for providing end users with very high throughput
and at the same time guarantee content distribution continuity
in spite of possible satellite feeder link outage. To this end, a
novel optimisation framework combining advanced prediction
algorithms as well as congestion-aware routing concepts has
been proposed in order to overcome some of the limits of the cur-
rently available network satellite solutions typically addressing
feeder link outage and resource allocation problems separately.
On the contrary, the proposed approach helped shed some light
on the advantage of developing a joint optimisation framework
able to reliably predict link outage and accordingly identify the
most convenient alternate gateways to use for forwarding the
corresponding traffic flows. Moreover, the developed proposal
shows also important features in what concerns the mitigation
of congestion problems when excessive traffic load insists on
the same satellite link as a result of handover procedures.

Given the large number of degrees of freedom introduced by
the investigated problem as well as the rich set of possible key
performance indicators to assess the effectiveness of the pro-
posed solutions, additional studies in the direction of resource
allocation and network orchestration based on MANO-based
architectures are needed. In particular, the availability of flexible
satellite payloads and the use of SDN concepts in space seems
particularly appealing for the satellite systems to adapt to the
diverse operating conditions and the various traffic flavours in-
jected by different classes of users. These aspects along with the
corresponding network architecture implications though very
relevant could not be addressed in this paper because of lack of
space and will be subject of future investigations.
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